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PREFACE ’ :

Reports in this volume are numbered consecutivcly beginning with number 1. Each report
is paginaied with the report number followed by consecutive page numbers, e.g., 1-1,
1-2, 1-3; 2-1, 2-2, 2-3.

Due tc its length, Volume 5 is bound in two parts, SA and 5B. Volume 5A contains
reports #1-30. Volume 5B contains reports #31-55. The Table of Contents for Volume 5 is
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INFLUENCE OF OPERATING TEMPERATURE ON QUENCH AND
STABILITY OF OXIDE HIGH-T¢ SUPERCONDUCTORS

MK. Chyu
Department of Mechanical Engineering
Carnegie Mellon University
Pittsburgh, PA 15213

C.E. Oberly
Aero Propulsion and Power Directorate
Wright Laboratory
Wright Patterson Air Force Base, OH 45433

ABSTRACT

This paper examines the influence of operating temperature, ranging from 20K to
80K, on the stability and normal zone propagation in a silver sheathed, YBCO
superconductor tape. The distributions of temperature and heat generation are obtained
numerically by solving a transient, two-dimensional energy equation with temperature-
dependent properties and a current-sharing model. The present results suggest that a 20K
operation is considerably more stable than its 80K counterpart. In addition, during a pulse-
induced quench zone propagation, most of the ohmic heating is generated in the YBCO
superconductor for a 20K operation. On the other hand, the silver sheath generates most of
the heat for an 80K operation. Imposing transverse cooling significantly promotes stability
and reduces normal zone propagation velocity. However, it has little influence on the
instaritaneous rise in local temperature during a disturbance. Such a temperature spike,
largely caused by the low thermal diffusivity of YBCO, may exceed YBCO melting
temperature.
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NOMENCLATURE

A cross-section area of superconductor

AG  Silver Sheath

As  cross-section area of stabilizer

C specific heat

D tape thickness, Imm

E volumetric energy of disturbance

g volumetric heat generation

h heat conductance or heat transfer coefficient

I current

I critical current at given temperature

Iop  operating current

J current density

I critical current density of superconductor at given temperature
Jco  critical current density at operating temperature
Jop  operating current density

Jg current density in stabilizer

k thermal conductivity

L conductor length

SC  superconductor

T temperature

Tp,  ambient coolant temperature and tape initial temperature
Te critical temperature at given current density

Teo  critical temperature at zero current, 92K

t time

v normal zone propagation velocity

X coordinate in principal current flowing direction, see Fig. 1
y coordinate in transverse direction, see Fig.}
Greek Symbol

€ electrical field strength

A volume fraction of superconductor in a composite
Y density

6 dimensionless temperature, (T-Tp) / (T¢o - Ty).

p electric resistivity
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INTRODUCTION

The discovery of high-temperature, ceramics based, superconductors (HTSC) at
90K has a significant implication that superconducting magnets can be operated in a liquid-
nitrogen cooled environment. Despite enormous research progress since the HTSC
discovery, this speculation has evolved to be a long-range goal. This is due mainly to
difficulties encountered in material processing and thermally assisted flux flow at elevated
temperatures. The HTSC has been demonstrated at higher critical current and very high
upper critical fields at 20K with liquid hydrogen cooling. This has led to the suggestions
that HTSC may be useful in high-field, high-current applications of low temperatures
(Collings, 1989; Oberly et al., 1950). For advanced aeronautical and space propulsion, an
effective superconducting power system cooled by liquid hydrogen, which is typically the
fuel, is particularly desirable (Oberly et al., 1991).

One of the critical issues relating to the selection of operating temperature for a
power system employing HTSC is quench protection. Partly because of large thermal
margins, HTSC operated in a low temperature range are far more stable against external
disturbance than their low-temperature counterparts. Nevertheless, once a disturbance is
sufficiently strong to trigger a quench, the normal zone propagation is extremely slow
(Laquer et al., 1989; Chyu and Oberly, 1991), as a large amount of resistive heating is
generated and retained in a small region, This detrimental effect has posed a great challenge
to the design of protection systems for coils employing HTSC.

The primary objective of this study is to examine the effects of operating
temperature on the nature of normal zone growth in a HTSC coil tape. The tape
configuration of présent interest is a YBCO superconductor sheathed by a layer of silver on
cach side, as shown in Figure 1. The purpose of using a silver sheath is two-fold: first, it
strengthens the overall device structure; and second, it is a passive quench protector
(stabilizer) which shares excessive current when the superconductor becomes intrinsically
unstable. This latter aspect near liquid-nitrogen temperature has recently been studied by
Chyu and Oberly (1991) using a two-dimensional numerical model. These results have
demonstrated that a viable quench analysis must consider the details in composite geometry
with a proper current sharing model, rather than the conventional, volumetric-averaging
approach. Such a numerical methodology in conjunction with temperature varying
properties will be used for the present analysis.

1-3
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Figure 1. Tape Geometry

CRYOPHYSICAL PROPERTIES

The cryophysical properties for YBCO superconductors are strongly dependent on
temperature. Table 1 lists saraple data at 20K, 40K and 80K based on several different
reports: density (Heremans et al., 1988), specific keat (Collocott et al, 1987; Van
Miltenburg et al., 1987), thermal conductivity (Uher and Kaiser, 1987; Morelli 2t al.,
1987) and normal electric resistivity (Collins, 1989). The values of physical properties
generally increase with temperature, except for thermal conductivity which possesses a
local maximum ai about one-half T¢ or near 40K. Nevertheless the value of this maximum
thermal conductivity varies with different measurements; Jenzowski et al (1987) have
reported a peak around 40K nearly doubled the value of that listed in Table 1. The
cryoproperties of silver are taken from several standard references: density and thermal
conductivity (Powell et al., 1966), specific heat (White, 1979) and electric resistivity
(Hultgren et al. 1963). In the present computation, properties for both YBCO and silver at
intermediate temperatures are evaluated based on linear interpolations between two adjacent
values listed in Table 1. The nominal variations of density due to volumetric thermal
expansion are neglected. This approach not only preserves the primary feature of
temperature dependency but also significantly reduces computing time and programming
complexity. Besides, a literature review reveals that complete properties correlations for
YBCO in the range of 20K - 80K remain non-existent.
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20K 40K 80K 20K 40K 80K

yikgm3]x 103 637 637 637 10.5 10.5 10.5

C [JAgK] 84 512 162 15.8 76.1 166.2

k [W/mK] 238 42 39 5100 1050 471

plohmm]x 106 3.6 41 50 27x106 60x105 20x 104

afm2/s] x106 52 129 378 30700 1310 270
Table 1 Cryophysical Propertics

NUMERICAL MODELLING AND CURRENT SHARING MODEL

The iemperature distribution in the tape including both the superconductor and
stabilizer is governed by the transient heat equation in two-dimensional form; ie.,
of o0 ,dT, 9 ,dT

A_9 9,2 %Y, 012
5 ax(kax)“ay(kay)*‘” (1)

with initial and boundary conditions

Txy0)=Tp

dT (0,y,t) @x =0

T Lyt /ox =0

oT (x,0,) By= 0

oT (x,D/2,t) /oy = -(Wk) (T(x,D/2,t) - Tp)

Note that all properties are temperature dependent, which represents major nonlinearity to
the problem and thus requires numerical iteration in the spatial domain for a given ime. The
representation of h, an effective thermal conductance, is either a convective heat transfer
coefficient for a face-cooled tape or the inverse of the total thermal resistance between the
tape located generally inside a multiple winding device and ambient coolant. Due to
symmetry, only one-half the tape is discretized in a 50 by 10 grid and solved by the finite-
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Gifference scheme of Patankar (1980). The grid independence as well as computational
optimization is vesified prior to the actual calculation. To initiate a nonmal zowe, an energy
pulse is supplied 10 2 small regicn near the left edge of supercondactor; i.c., 0 <x/D <1
and 0 <y/D < .175. A converged solution over a 200 ms duration with a 10 ms time-
increment needs about 5-minute CPU time of 2 MicroVax Il work station.

For protiem closure, a cuxrent sharing model is required to link the temperature and
amount of current flowing in both the superconductor and the stabilizer. As described
earlier by Chyu and Obezly (1991), this is done by assuming (1) the superconductor carries
ihe critical current correspondiag to the local temperature T, and (2) a inearly inverse
reiation between J¢ and T; Le., for Te < T < T Over an « atire cross-section of the
superconductor,

J(MAeo=Teo-T)/ (Teo- Tp) @

where Teo = 92K, X = 1.0 x 105 A/m?2 are assumned for the present case. Further
assuming that the excessive current branched out of the superconductor is uniformly
distributed over the stabilizer's cross section, thus the current density in the stabilizer can
be expressed by

Js=(Top- JscJ(T) A )/ As = fsc (op - J(T5; A/ Ag ©)

Since the currents in both superconductor or stabilizer are driven by the same electrical field
strength € along the principal direction of current flow (see Fig.1, x-axis),

€ =Psls=Plc @)
This equation then gives the resistivity of the superconductor in the current sharing state, p.

When temperature of the whole superconductor is lower than the c:iidcal
temperature corresponding to a given operating current density with a given field strength;
i.e, T < Tc(Jop), the conductor is perfectly superconducting and carries the entirety of the
operating current Iop. This implies no heat generation and P = 0 over the entire composite
domain. As a disturbance is sufficiently strong to create a normal zone primarily via
magnetic flux instability in the superconductor, both the magnitude of ohmic heating and
occurrence of current sharing depend on the overall current carrying capability in the

1-6




superconductor. If Te < T implying Jo(T) < Jop Jocally, but the operating current remains
smalier than the critical cuarent (Iop < k) over the whole cross-sectional area, the
superconductor redistributes ;ts cumrent flowing completely through the superconducting

When T > T¢o over 2n entire csoss section, the superconductor becomes fully
noneal, and the current distribution in the magnet composite foliows the general Kirchhoff
Law. Since the nommal resistivity of YBCO is zbout three orders of magnitude higher than
that of the siiver stabilizer, most of the operating current is carried by the stabilizer.

RESULTS AND DISCUSSION

Although other cases have been modeled, the sample resuits presented here consist
of three different initial (bath) temperatures; i.e. Ty = 20K, 40K and 80K, for an operating
current density equal to 90% of Joo. The influence of operating current density on both
quench initiation and normal zone propagation reveals virtually the same characteristics as
those reported by Chyu and Oberly (1991) with temperature independent properties at 77K.
Three different levels of initial disturbance has been imposed, E = 3.5 mJ, 35 mJ and 350
mJ, which respectively corresponds to 1.0 x 108, 109 and 1010 J/m3 over the disturbed
region. Despite that, based on the theory with volumetric averaging properties (Wipf, 1978;
Wilson, 1983), any of these disturbances is sufficiently strong to induce an adiabatic MPZ
growth, two cases (Tp = 20K and 40K for E = 3.5 mJ), however, recover their full
superconductivity in less than 50 ms. For cases with 350 mJ (or 1010 J/m3) initial
disturbance, temperature spikes in the perturbed region are found to exceed the melting
temperature of YBCO, signifying permanent device damage. This overall implies that, for
the present tape configuration and operating-current level, rigorous normal zone
propagation can only take place when the triggering energy is on the order of 10 to 100 mJ.
Lower than this range, the tape is remarkably stable especially for low-temperature
operation; on the other hand, however, a strong ¢nergy pulse can result in a nearly
spontaneous local melting inside the superconductor disregarding a large cooling-margin
imposed externally by convection. The relatively low thermal diffusivity in YBCO, though
increases nearly ten-fold from 80K to 20K, is responsible for this phenomenon.

Figures 2 to 6 present the results concerning the superconductor teinperature and

resistive heating for the three different operating te.nperatures. All cases are subjected to the
same initial disturbance of 35 mJ and without transverse cooling (h = 0). The particular

1-7
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Figure 2. Distribution of Temperature in YBCO,h=0,E=35mJ

time-resolved temperature distribution shown in Figure 2 is that along the tape center-line
(y = 0); however, this is typical for the entire tape composite as the transverse temperature
variation is virtually negligible when external cooling is absent. To facilitate a sensible
comparison, the temperature is scaled to a dimensionless form, 0 = (T-Ty) / (T¢o - Tp).
Note that, based on the present model for Jop/Jco = 0.9, the current sharing occurs only
when 0.1 < 0 < 1.0. For all cases, a sharp rise in temperature exists near the disturbed
region at the end of energy-pulse duration, t = 10 ms. Because of different cooling margin,
such a rise increases with the operating temperature; i.e, 129K, 333K and 671K for Ty, =
20K, 40K and 80K, respectively. During the next 50 to 100 ms, the high temperature
smears out and hot zone expands due to a combined effect of heat diffusion and excessive
ohmic heating in the superconductor. While the smearing phenomenon continues to prevail
for the other two cases, the temperature over the entire conductor for the case of Ty, = 80K
rises again after 100 ms, signifying an eventual quench being underway. For Tp = 20K and
40K, “i s not conclusive if a complete quench will indeed occur based solely on the
temperature history during the first 200 ms period. To resolve this issue, it requires
additional information concerning energy balance, as delineated later.

Figures 3 to 5 display the results of volumetric heat generation in both

superconductor (SC, sub-figure a) and stabilizer (Ag, sub-figure b), which are distinctly
different among the three cases studied. One notable feature, for Ty, = 80K, is the wave-
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alike heat generation near the front edge of a normal zone (Figure 5a), and each wave front
is preceded by a much higher ohmic heating in the silver stabilizer. A similar finding has
been reported at 77K operating range by Chyu and Oberly (1991). Since heat generation in
the superconductor occurs in the region of current sharing; ie., 01 <0<1.0,as
previously mentioned, the temperature distribution shown in Figure 2¢ implies such a
condition only exists near the edge of propagating normal zone. Inside the normal zone,
virtually all the operating current is flowing through the stabilizer, accordingly, the ohmic
heating there becomes very substantial. As a sharp contrast, the value of 8 shown in
Figure 2a and 2b for the 20K and 40K operating temperatures lies primarily in the range of
0.1 and 1, and heating in the superconductor is predominant, as disclosed in Figures 3 and
4. The envelope of a propagating normal zone is centered around the location of initial
disturbance. To a limited extent, the normal zone appears to propagate slower with a

decrease in operating temperature.

The important feature conceming the heat partition can also be depicted from Figure
6, which gives the time-evolved, component-resolved total heat generation for different
cases. Itis interesting to note that ohmic heating in the silver sheath accounts for more than
90% of heat generation for a pulse-disturbed YBCO tape operated near 80K; a completely
opposite trend exists when it is operated at 20K. For the intermediate temperature at 40K,
while both heating components are comparable in the initial stage, the superconductor
heating will be overwhelming eventually. This overall prese:.  ~+ ~mnrtant insight toward
quench protection for HTSC low-temperature operation, where energy removal from the
superconductor and its sheath must be targeted accurately and effectively. From the

t (ms)

Figure 6. Total Heat Generation; Figure 7. Total Heat Generation and Cooling;
h=0,E=35m] h =50 W/m2-K, E =35m]
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standpoint of energy balance, quench will eventually prevail if the total heat generation over
the entire conductor , which is the sum of heating from the superconductor and the
stabilizer, never ceases. Apparently the case of 80K is under a stage of thermal run-away,
since the total amount of heat generation always increases with time. On the other hand, for
the 20K operation, the negative slope of G vs t implies that a complete recovery of
superconductivity is underway. As mentioned earlier, this information is somewhat
concealed if viewed from temperature distribution alone (Figure 2a). Although it is not very
obvious based on the plotted data, the actual sum of heat generation for the 40K case also
has an increasing trend as time progresses. This will lead to an eventual quench, but with a
much longer time than that of the 80K case.

Imposing a transverse cooling (h # 0) generally induces two primary effects: (1)
promotes stability, and (2) reduces normal zone propagation speed. These features have
been clearly observed in the present calculation. As shown in Figure 7, a nominal level of
cooling at h = 50 W/m2-K reverts the case of 40K from adiabatically unstable to fully
recovered superconductivity after about 140 ms. This is evidenced by the fact that the total
amount of heat removal (Q) induced by transverse cooling is always exceeding the overall
heat generation in the tape composite. Except for heat generation during the first 60 ms,
both magnitudes decrease with time as the tape is regaining a thermal equilibrium with the
liquid hydrogen bulk. For the 20K case, which is adiabatically stable as discussed earlier,
the present transverse cooling further stabilizes the tape without any sensible heating even
in the first 20 ms.

With the same cooling condition at h = 50 W/m2-K, the 80K case, however,
remains unstable according to the results shown in Figure 7. Although the amounts of heat
generation ir. both superconductor and stabilizer are reduced to about one-tenth of their
adiabatic counterparts, such a nominal level of cooling, after all, is insufficient to overcome
the resistive heating. In fact, the amount of energy generated in the silver sheath alone starts
to surpass that removed by cooling at approximately 100 ms. Accompanying with less
amount of energy involvement, the normal zone expands about 30% slower as compared to
the adiabatic case, 0.13 m/s vs. 0.18 m/s averaged over the entire 200 ms period. It is
worthy of mentioning that the feature of temperature spike at the end of pulse disturbance (t
= 10 ms, shown in Figure 2c) is virtually unaltered by the transverse cooling imposed. In
fact, with a cooling level at h = 100 W/m2-K, such a peak temperature is reduced by less
than 3% compared to the adiabatic case. Hence the possibility of local melting induced by a




strong disturbance still exsts, and to enhance the external cooling solely may not be a
viable remedy.

CONCLUSIONS

The effects of operating temperature, ranging from 20K to 80K, on the normal zone
propagation induced by a pulse disturbance in a silver-sheathed, YBCO tape are examined
using a transient, two-dimensional, finite-difference computation. The present numerical
model which incorporates temperature-dependent cryophysical properties reveals detailed
information on the distributions of heat generation and removal over the entire tape.
Although actual phenomena may vary with different current carried and field strength, a
decrease in operating temperature generally promotes conductor stability with an additional
thermal margin. The present results show that the tape composite is remarkably stable in a
liquid hydrogen environment at 20K. However, all cases are susceptible to large
disturbances ( > 1010 W/m3), as local melting may occur due mainly to the low thermal
diffusivity of YBCO. For a 20K operation without transverse cooling, when a pulse
disturbance is sufficiently strong to induce a normal zone propagation, the propagation
velocity is extremely low (~ 0.1 m/s) and the YBCO superconductor generates most of the
heat. If the tape operated at 80K, near the liquid nitrogen temperature, the normal zone
propagates about S0% faster with most of the heating generated in the silver stabilizer.
Imposing transverse cooling significantly promotes conductor stability and reduces normal
zone expansion. However, even with an enhanced cooling, the potential danger of local
melting due to temperature spike near the disturbed region remains unaltered. These
findings overall may lead to different design criteria for protection of superconductors
under different operating temperatures.
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-- TURBULENT LENGTH SCALE MEASUREMENTS IN AXISYMMETRIC
SUDDEN EXPANSION USING LDV
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ABSTRACT

Successful two-point velocity correlation measurements were made in the anisotropic
flow field of an axisymmetric sudden expansion. Both longitudinal and lateral spatial
correlations were measured. The integral length scales were estimated and compared
with those obtained from autocorrelation measurements in conjunction with Taylor’s
hypothesis. The agreement between these two methods was poor and it is believed

that the spatial correlation measurements give more reliable results.
INTRODUCTION

Very few two-point velocity correlation measurements have been made using
laser Doppler velocimetry(LDV). This is primarily due to the difficulty in obtaining
suitable optical access when the laser probes are separated by large distances and the
requirement that two independent single component LDV systems must be available
to make general two point measurements. One LDV probe volume must be movable
relative to the other in a very precise fashion. In addition, collection of scattered light
from each probe volume must occur at all probe locations which can be difficult due
to space limitations, possible signal cross -talk and stray reflections from windows
and lens. Autocorrelation measurements using LDV, however, are numercus due to
the fact that a single component LDV system with time recording capability is all
that is required. Theoretical discussions of turbulent correlation functions(spatial and

auto) and their physical interpretation can be found in the texts by Batchelor (1953),
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Bradshaw (1971), Tennekes and Lumley (1972), Hinze (1975), and Townsend (1976)

to name a few.

Pfeifer (1986) has written a rather complete review paper on the topic of corre-
lation measurements using LDV and thus is a good general reference. Besides this
paper the author knows of only two other papers where spatial correlation measure-
ments using LDV are made. This is not to say that others do not exist. In the first,
lateral spatial correlation measurements at one point on the centerline of fully de-
veloped pipe flow (Rep = 11800 based on centerline velocity) using LDV were made
by Fraser et al. (1986). An elongated probe volume(A = 514.5um) was used so
that velocity measurements separated by as much as 9 mm in the radial direction
could be made. Two photo detectors oriented 90° from the forward scattering direc-
tion were used to collect the signals. The apertures of the two photo detectors were
mounted on a traversing mechanism and thus determined the separation distance of
the measurement points. Correlation measurements at separation distances closer
than 1 mm were not possible with this system due to signal cross-talk problems. In
the second, Absil (1988) made lateral spatial correlation measurements using a single
LDV (X = 514.5um) at three radial positions at a plane 125 diameters downstream
of a circular cylinder. The probe volume was 600 um in diameter and 31 mm in
length. The signals were detected using a setup similar to the one mentioned above.

Autocorrelation measurements were also made in this study.
EXPERIMENTAL APPARATUS

An axisymmetric sudden expansion flow geometry was produced by joining a
3.5 m long entry pipe having a 101.6 mm (4 in.) inside diameter to a 152.4 mm(6
in.) inside diameter clear acrylic test section. The step height for this geometry
was 25.4 mm(1 in.). The entry pipe and sudden expansion face were mounted on a
movable table and thus could be positioned at various axial locations in the rigidly
fixed test section as shown in Figure 1. This arrangemer.t allowed for measurements at
various downstream positions within the sudden expansion flow field without having

to move the LDV probe volume location in the axial direction. The face of the sudden
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expansion is moved to place the probe volume at a new z/H location. High quality
optical access can be limited to a small window with this apparatus. A felt gasket
was used to seal the small gap between the sudden expansion face and the inside
diameter of the test section. A fully developed turbulent velocity profile was present
at the inlet to the sudden expansion. Air was provided by well regulated shop air
compressors and was monitored using a calibrated orifice plate located upstream of
a large settling chamber which precedes the entrance pipe. Flat quartz windows 50
mm x 152 mm x 3.2 mm(2 X 6 x .125 in) where mounted in flanges on both sides
of the 152.4 mm diameter test section such that the inner flat surfaces ;vhere flush

with the inside diameter of the test section.

Two TSI single component dual-beam LDV systems. both operating in backscat-
ter mode, where used in this study. Both systems were oriented to measure the axial
velocity component on the diameter of the test section as shown in Figure 2. The
stationary LDV system was adjusted so that the probe volume was located on the
diameter of the test section(z = 0) and at the required axial, z, and radial, r, mea-
surement location. Once this position was found the LDV system was locked in place.
The 514.5um laser line from a Model 2025 Spectra Physics argon ion laser was used
in this system. A Bragg cell shifted the frequency of one beam by 40 MHz causing
the fringes to move in the downstream direction. Fringe spacing and half-angle were
measured and found to be L.886 ym +.006 and 7.838° £ .025. respectively. A second
LDV system(fiber optic head), mounted on a precision zyz positioning table with res-
olution of £2.5um in each axis, was located on the opposite side of the test section.
The 488um laser line from a Model 165 Spectra Physics argon ion laser was used in
this system. A frequency shift of 40 MHz was used causing the fringes of this system
to move in the upstream direction. Fringe spacing and half-angle were measured and
found to be 1.728 pm +£.006 and 8.117° £ .025, respectively. Both LDV systems em-
ploved x 3.75 beam expansion optics and gave probe volumes approximately 60um
in diameter and 450pm in length. A 20um diameter pinhole mounted on a fixture

supported on a spare test section window was used to find the position where both
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iaser beam probe volumes overiap. This fixture was used to ensure that both beams
overlapped before each testing sequence. Spedally designed beam blocks were fab-
ficated to block reflections from the LDV focusing iens(they face one another) znd
from test section windows. Narrow bandpass filters were placed in front of each pho-
tomultiplier tube to eliminate cross-taik between the two channels. Two TSI Model
1990 counter processors interfaced to a custom built coincidence timing unit were
used in the data collection and processing system. High and low pass filters were set
to 10 MHz and 50 MHz, respectively, for the stationary LDV system. and 20 MHz
and 100 MHz. respectively, for the fiber optic LDV system. Both processors were set
to make a single measurement per burst. count 16 fringes and use a I % comparator.
A hardware coincident window was set at 20us jor all of the tests. Dataitwo velocities
and the running time for each realization) were transferred through two DMA ports

to 2 MicroVax minicomputer and later uploaded to a VAX 8650 for analysis.

The flow field was seeded using titanium dioxide (TiO.) particles generated by
reacting dry titanium tetrachloride ZTiCL) with the moist shop air. Craig et al
(1984) measured the particle sizes generated by this device and found that they were
fairly uniform and in the 0.2 — 1ym diameter range. Data validation rates varied
between 5000 and 500 per second on each counter processor and depended mainly on
how well the chemical reaction proceeded. This seemed to be very sensitive to shop
air temperature and relative humidity. Coincident data validation rates ranged from

1006 to 50 measurements per second. Velocity bias was not considered in this study.
EXPERIMENTAL PROCEDURE

All flow conditions were maintained at near constant values throughout the test-
ing procedure. The inlet centerline velocity, U,;, was maintained at 18.0 m/s + 0.1
m/s(59 ft/s + 0.3 ft/s). Spatial correlation statistics and histograms were formed
by using 5000 individual realizations for each velocity channel at each measurement
point. Autocorrelations were formed by using 50000 individual realizations from the
stationary LDV system. In computing statistical parameters a two step process was

used to eliminate noise from the data. In the first step, a 5% threshold level was
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applied to the raw velodity data in an effort 1o estimate the standard deviation of the
valid data. Thi estimate was made by putting the raw velocity data in 100 equaily
spaced bins bounded by the actual maximum and minimum velocity found in the
raw data sample. Next. the bin with the maximum number of samples in it is fcund.
Finaily, all bins having at least 5% of the number of samples found in the “maximum®
bin are located. The width of the data which meets this threshold criteria is then used
to estimate the standard deviation of the “good™ data. Upper and lower cutoff imits
are set by adding and subtracting, respectively, 2.5 times the half-width of the data
which meets this 5% threshold. Applying this technique to a Gaussian distribution is
equivalent 1o setting cutoff limiis which correspond to 4.1 standard deviations and
thus this first step is used oniy to remove spurious data. This method is a variation
of the method suggested by Mevers (1988) and is used to eliminate spurious data
which if not removed would give an abnormally large value for the standard deviation
and thus wider cutoff limits. In the second step, the mean and standard deviation of
the remaining data(spurious data removed) are calculated. This data is then further
filtered to remove data which deviates more than 3 standard deviations from this
new mean. Finally, revised statistics are calculated once these additional outliers are
discarded. For a properly operating LDV system very few points are removed during
the first step(typically less than 10 out of 5000) and less than 1% of the data should

be discarded after both steps.
EXPERIMENTAL RESULTS

Two-point velocity correlation measurements were made at three locations in the
axisymmetric sudden expansion flow field as shown in Figure 3. The first two spatial
correlation measurements were made at an axial location of ten step heights(z/H =
10) downstream of the sudden expansion plane, one on the centerline of the flow(r/H =
0) and the other at the same radial location as the step(r/H = 2). The third spatial
correlation measurement was made at an axial location of six step heights and at the
same radial location as the step(z/H = 6, r/H = 2). These are the locations where

the stationary LDV probe volume remains. Spatial correlations are obtained by po-
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sitioning ke movable LDV probe volume(fiber optic system) at various separation
distances from the stationary probe volume. Longitudinal spatial correlations defined
by,

w(zj'(z + Ar)
yuH{zhfu*(z + Az)
were made at the three locations in both the plus and mines Az directions. Lateral
spatial correiations defined bv.

Ry /1. 0.0) =f(r} = Ry(Az) =

w'(y)u'(y + Ay)
V() u(y + Ay)
were made at two of the locations(z/H = 6. r/H =2 and z/H = 10. r/H = 2)

Ry(0.7.0) = g(r) = Ry (Ay) =

in both the plus and minus Ay(same as Ar) directions. Both directions (plus and
minus) were considered to determine the homogeneity of the flow. It should be noted
that turbuient fiows are three-dimensional and that these measurements give only
the one-dimensional correlation coefficient. In addition to these spatial correlation

measurements. autocorrelation measurements were also made at these three locations.

Before correlation measurements were made axial velocity measurements at three
axial planes(z/H =1, 6, 10) were made using the fiber optic LDV sysiem. This was
done in an effort to validate that the flow was symmetric and to ensure that the flow
was what was expected. Turbulence statistics were calculated using 5000 samples for
each measurement point and the filtering procedure described above. Figure 4 shows
the measurements of the mean axial velocity at these three planes while Figure 5
shows the axial standard deviation profiles. The inlet mean velocity profile was found
to be similar to that of a fully developed turbulent pipe profile. Tt.ese figures indicate
that the spatial correlation measurements made at r/H = 2 were in regions of large
velocity gradient and high turbulence. The turbulence intensity (T1 = Vu?/ U)at
both these points was found to be approximately 50%. The turbulence intensity at

z/H = 10. r/H = 0 was found to be approximately 8%.

Figures 6 through 10 show the measured spatial correlation coefficients as a
function of separation distance at the three measurement points mentioned above.

Figures 6. 7 and 9 show the longitudinal spatial correlations while Figures 8 and 10
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show the lateral spatial correlations. Longitudinal spatial correlation measurements
were made with a minimum separation distance equal to 254 um(0.010 in} and a
maximum separation distance equal to 101.6 mm(4.0 in). The same minimum sep-
aration distance was used for lateral spatial correlation measurements, but different
maximum separation distances. depending upon whether the direction was toward
the wall (where Ay, = 22.86 mm(0.9 in}) or toward the centerline (where Ay, =
-30.8 mm(2.0 in)), were used. The spatial correlation data were fit with a “best fit”
curve having the form R(r) = Cexp(r/A) and are shown on each figure by a solid
line. The integral length sca'es defined as.

Ar= /0 ~ f(z)dz or A, = /o g(y)dy

give a measure of the longest connection. or correlation distance. between  scities
at two points in the flow field. This is because for a given separation distance, r,
only eddies larger than r will contribute to the correlation function while eddies
smaller than r will not. If the data can be fitted with the simple exponential function
given above the integral of this function (which is the integral length scale) is simply
equal to the coefficient, A, in the exponential function. Values for the estimated
integral length scales are listed on Figures 6 through 10 and are summarized in Table
1. The integral length scales were found to vary between 25 and 30 mm in both
separation directions for the longitudinal spatial scale and were found to vary between
approximately 8 and 14 mm for the lateral spatial scale. These results indicate that
the flow appears reasonably homogeneous in the axial flow direction but is non-
homogeneous in the radial direction where the wall influences the flow field. Also,
the lateral integral length scales, A,, are approximately one-half the value of the
longitudinal integral length scales, Ay, indicating strong anisotropy. By definition all
correlation coeflicients should equal one when the separation distance is zero. The
data presented here show that this is not the case. It is not clear at this time why the
correlation coefficients do not equal one at zero separation distance, but noise in the
data or probe volume length effects(i.e. LDV probe length larger than Kolmogoroft

scale) are suspected. Further data analysis may reveal this discrepancy. In addition,
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further data analysis is required to determine why there is a large degree of scatter
in these correlation measurements. There are many explanations for why low values
of correlation coefficient might result(i.e. noise in the data giving large standard

deviations....) which need to be investigated.

Dissipation(micro) length scales have not been determined vet, but could be
estimated by performing a Taylor series expansion on the correlation coefficient curve
near zero separation distance(see Hinze. 1975). The dissipation length scales, A; and
A\, which result from fitting a parabola to the appropriate correlation functions near

Az or Ay = 0 are obtained from.

— or R(Ay)=1- 2y
iy \,

R(Az)=1 -

These length scales give an estimate of the average dimension of the smallest eddies
in the flow which are responsible for viscous dissipation. An estimate of the turbulent
viscous dissipation rate can be made once these scales and the turbulence intensity

are known(see Hinze, 1975).

Discrete autocorrelation measurements were made using the slotting technique
described by Jones (1972) and Mayo, et al. (1974). The time lag axis was divided
into 1000 bins of equal width. Ar = 200us, and the exact lag produces of all points
up to the maximum lag time, A7, = 0.2 s, were accumnulated in appropriate bins.
The average of all the auto-products falling in each bin was assumed to be the value

of the discrete autocorrelation function, i.e.

putan = PR

at the midpoint of the bin. The dzta was filtered first using the previously described
method to eliminate noise before the autocorrelation was estimated. In addition, the
zero-lag autoproducts were not included in the first bin in order to minimize the ambi-
guity spectrum due to uncorrelated data(Gaster and Roberts, 1975, Srikantaiah and
Colernan, 1985). A Hamming window was applied to each autocorrelation function.

Figures 11 through 13 show the windowed autocorrelation functions calculated from
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the data measured at the three locations in the flow field. The Eulerian integ:a! scale

can be estimated by finding the area under the autocorrelation curve as given by,

TE=/0 Rg(t)dt

The Eulerian dissipation(micro) time scale can be estimated by applying a Taylor
series expansion to the autocorrelation function near ¢ = 0. The equation for the

osculating parabola in the vertex of the Rg(t) curve is,
2
Re(t)=1— =

Here the Eulerian micro time scale, 7g, is a measure of the most rapid changes
that occur in the fluctuations of u(¢). Taylor’s hvpothesis. which is valid only if
the flow field has uniform mean velocity, U. and small turbulence intensity, gives
a relationship between temporal and spatial quantities(i.e. z = Ut). If Taylor's
hypothesis applies we get the relations: A; = U7g and A; = U7g. Note that only the
longitudinal length scales can be estimated with Taylor’s hypothesis. Table 1 gives a
summary of the results obtained from this study. Comparisons of the integral length
scales obtained from autocorrelation measurements with those obtained directly from
spatial correlation measurements show that the autocorrelation method gives a length
scale 50 % too large at the low turbulence location and gives a length scale a factor
of two too small at the locations in the shear layer. Considering the limitations of
Taylor’s hypothesis the spatial correlation length scale estimates are believed to be
more reliable. Numbers appearing in brackets in this table refer to length scales
obtained with negative separation distances. The turbulent kinetic energy(TKE) was
estimated by assuming that TKE = Vu? which is a reasonable approximation for
this flow field (see Gould, et al. 1990). The Kolmogoroff length scale, n = (v3/¢)!/4,
was estimated by assuming that the turbulent viscous dissipation rate, ¢, equaled
three-fourths the production of TKE. The production of TKE was assumed to equal
uwv'0U [ Or, where Bradshaw et al.’s model (i.e. ©'v' ~ 0.35TKE) was used to estimate
the shear stress and data from Figure 4 was used to estimate the mean velocity

gradient.
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Table 1a. Autocorrelation Results.
Location x/H=10, r/H=0 | x/H=10, r/H=2 | x/H=6, r/H=2
U, (m/s) 15.69 6.81 7.99
V2. (m/s) 1.35 3.64 3.93
TI 0.08 0.54 0.49
TKE, (m?/s?) 1.82 13.26 15.42
Tz, (s) 0024 0025 0017
TE, (S) .00064 .00036 .00032
Ay, (mm) 37.7 17.0 13.6
As. (mm) 10.0 2.5 2.6
17, (pm) 200 15 10
Table 1b. Spatial Correlation Results.

Location | x/H=10, r/H=0 | x/H=10. r/H=2 | x/H=6. r/H=2

Ay, (mm) 27.7(28.8) 35.1(31.0) 28.7(23.4)

Ay, (mm) )

Ag, (mm) i 11.9(14.8) 7.6(13.6)

Ag, (mm) . - .

Finally, power spectrum estimates were made by performing the discrete co-
sine transform(see Jones, 1972. Mayo, et al., 1974. Bell. 1983, Srikantaiah and Cole-
man, 1985) on the windowed discrete autocorrelation functions given above. Figures
14 through 16 show these results and indicate that there is significant energy at fre-
quencies below 100 Hz. This result is consistent with the measured Eulerian integral

time scales (c.e. 7¢ = 0.002) as expected.

CONCLUSIONS

Successful two-point velocity correlation measurements were made in the anisotropic
flow field of an ay.symmetric sudden expansion. Both longitudinal and lateral spatial
correlations were measured. The integral length scales were estimated and compared

with those obtained from autocorrelation measurements in conjunction with Taylor's
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hypothesis. The agreement between these two methods was poor and it is believed
that the spatial correlation measurements give more reliable results. The spatial cor-
relations did not equal one at zero spatial separation distance and there was much
scatter in the spatial correlation data. Spurious noise is believed responsible for this
behavior. Further data analysis will be required to determine if this is the case. Once
this is performed estimates of the dissipation length scales and the turbulent dissi-
pation rate can be made. In addition. an estimate of the one-dimensional energy
spectrum as a function of wavenumber can be calculated by performing the Fourier
transform of the spatial correlation functirns. Future work should include a study
of the effects of probe volume length on the measured correlation coefficient. Photo
detectors could be placed 90° off-axis in order to decrease the effective probe volume

size such that the length is approximately equal to the diameter.
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Abstract

The effect of fields of several hundred to a few thousand volts per centimeter on
propane/air flames burning at atmospheric pressure have been determined by measurements of
the changes in the spatial distribution of the flames as revealed by emission spectra from such
flames, and the approximate potentials in the flames caused by the interaction of the flame
plasma and an applied field. It is shown that the effects are very pronounced in slightly rich
flames (air slightly lower than the stoichiometric ratio) and almost nonexistent in slightly lean
flames. Flames susceptible to deflection by the field coincide almost always to those which
exhibit emission from C; (A 31‘[g -> X 3I'Iu), but there are exceptions to this rule when flames
are seeded with alkali metals. The observations are suggestive of a mechanism involving

particular ionic or molecular species, rather than the more general "ionic wind" hypothesis.

Introduction

The effect of electric potentials on flames has been the subject of numerous experimental
and theoretical studies over many years, including a classic book on the subject published in
19691. Nevertheless, there does not seem to exist a satisfactory molecular-level understanding
of these phenomenaz. This is not surprising, given the complexity of a flame, which involves
interactions between stable reactant and product species, neutral and charged, ground-state and
excited reactive intermediates and electrons, all undergoing collisions in a turbulent medium
with substantial thermal gradients and fields generated by the flame itself. Such an
understanding might, however, be of great practical significance because of these interactions
have been reported to change the temperature of flames3, to modify their heat transfer?, to
stabilize flames at low pressures and low fuel/air ratios? and in the absence of gravity6, to
extinguish flames under certain conditions’, and to alter the yield of sootd, Itis especially
important to note that the electrical energy input required for many of these effects is only a

very small fraction of the flame power. Thus, a small electric field perturbation, designed on the
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basis of understanding of the detailed mechanism, could lead to extremely important practical

consequences.

Ions in Flames
It goes without saying that electric fields will interact substantially only with the
charged species in a flame. This was the reason that electric field effects were proof that ionic
species existed in flames. The main source of ionization in hydrocarbon flames is believed to be
the chemi-ionization reactions’:
CH+0O->CHO%+e

CH* + CoHy > C3H3+ +e,

while the dominant positive ion, H30*, is presumably the product of a fast ion-molecule

reaction (such as):
CHO* + HyO —> CO + H30*
Ion destruction is due primarily to the fast dissociative recombination of electrons with

molecular ions; for example:

H3O+ +e->HyO+H

The complexity of both positive and negative ion flame chemistry is suggested by the

observation by Green and Sugden10 of 83 positive ion peaks in the mass spe:trum of an
Hy/07/Ny + 1% CyHj flame, and Feugier and Van Tiggelen's detection of 12 negative ionsina

stoichiometric neopentane-oxygen/Nj flame.

Emission from Hydrocarbon Flames
The emission observable visually from most hydrocarbon flames is due principally to
the excited radicals C, ("Swan bands", A 3Hg > X 3Hu) and CH (A 2A—> X 2IT). A weaker
CH emission is the so-called "3900 Angstrom System", due to a 25 — 211 transition. In addition
to these systems, the transition (A 25+ _.> X 211) of Oid is often a strong emission in the
ultraviolet, and can be observed with an appropriate spectroscopic system. Examples of these

emissions can be shown from cur own work.

Figure 1 displays a portion of the Swan bands emitted by a slightly "rich" propane/air
flame. The portion displayed in the figure includes the (0-0) band head at 516.52 nm and the (1-
1) band head at 512.93 nm.
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Figure 1
Portion of C2 "Swan Bond'
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This emission is the principal reason why such a flame exhibits a green reaction zone. Another
strong feature of hydrocarbon flames is the CH emission displayed in Figure 2. Here, the Q ©0,0)
band head occurs at 431.50 nm, and the narrow, line-like feature at432.4 nm is the Q(2 ,2) band.
Further to the red is found the spread-out rotational structure of P(0 ,0) band, whose origin is at
438.4 nm. It would appear particularly promising that one could obtain useful information

Figure 2
Portion of CH Emission
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Intensity

about the flame temperature from this band, since rotational structure is so easily resolved (and
even better resolution is easily achieved by recording the second-order monochromator
reflection). But, because these species are produced in processes which result in non-Boltzmann
distributions, and they do not achieve temperature equilibrium with the gases of the flame
before they emit, they are not generally useful for determinations of flame temperature. Since
the nascent populations are partially relaxed by the many collisions which occur before emission
in a flame at atmospheric pressure, one canno. directly obtain information about the excitation
processes in this way, either. For these reasons, we do not make any serious attempt to
deconvolute the spectra of excited diatomic radicals. Significant differences in population

distributions were noticed, however, and there may later be useful information obtainable from

such an approach.

A portion of the "3900 Angstrom System” of CH is displayed in Figure 3. The portion
shown includes the (1,1) band head at 402.53 nm and includes partially resolved rotational
structure which is degraded to the red.

Figure 3
CH "3900 Angstrom System''
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Figure 4 displays the complicated, 21125 OH emission bands from a propane/air flame.

Each band has four heads, with only the first, second, and fourth usually observable. In the
present spectrum, none of the features is dearly distinguishable. The (0,0) (Rp) head occurs at

the left of the spectrum shown, at 306.36 nm. The Rj head is next to it, at 306. 72 nm, and the Q)
and Qj heads are 307.8 and 308.9 nm, respectively. It is clear that this band can be useful for
determination of internal energy distributions only when high-resolution spectrometry allows

the separation of the rotational bands.

Figure 4
OH Emission
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Experimental

The spectra shown above were obtained using a modified burner of a type designed for
atomic absorption spectroscopy by the Perkin-Elmer Corporation. This type of burner is
intended to premix air with hydrocarbon fuel in the burner throat. Because atomic absorption
requires injection of the material It is possible to aspirate a solution (originally the analyte) into
the air flow stream. In our case, solutions of alkali metal salts, such as cesium or potassium
hydroxide were sometimes so injected into the flame. In experiments in which no such metals
were desired, pure deionized water replaced the alkali metal solution, so as to eliminate the
seed ions without modifying the fuel/air ratio or the flow characteristics of the burner. The slot-
type original burner head was replaced with a stainless steel burner w* . fuel/air holes drilled

in a pattern approximately 2.5 cm across.




A microscreen was installed below the effusion holes, so as to help mix the reagents
without precluding the injection of metallic salts as a porous plug would have done. In
addition, a second (and sometimes third) layer of stainless steel microscreen was placed on top
of the burner head. These greatly improved the flame stability and eliminated the spatial
variations which the holes tended to impose on the flame structure. With two screens atop the
burner, the unperturbed flame was nearly conical in shape, very similar to the constant-velocity
profile nozzle flame illustrated in Flame Structure by Fristom and Westenberg!1. The burner was
mounted on a specially-made X-Z translation stage so as to simplify the study of spatial

differences by spectroscopy or potential measurements.

The spectrum of the flame or of seed atoms was obtained by focusing the emission with
a lens onto the entrance slit of a Spex model 1870, 0.5 m monochromator. The optical system
was arranged so that magnification of approximately 3x was obtained, allowing spatial
resolution of somewhat better than 1 mm2. A variable aperture (0.2 - 3 cm) was used to
improve the spectral resolution of intense emissions, yet allow increased sensitivity (at the
expense of some resolution) for weak features. The monochromator slit was continuously
adjustable, and values from 10-100 |1 were used at various times in this work. Spectra were
recorded with a Tracor Northern Corp., TN 6134, 1024-channel photodiode array and associated
TN 6500 electronics. All of the spectra displayed in this report were obtained by integrating
emission intensities over a temporal window of 1.0 - 30.0 seconds, depending on the intensity of
the band and the monochromator inlet slit setting. It was also possible with this system to
record intensities integrated over a molecular band, so as to gain a measure of the relative
concentration of a given excited species. Since the electronic system used did not include an
output devices such as a printer or plotter, emission spectra of interest were permanently
recorded (in a quaint TN format) on floppy disks, which were subsequently processed so as to
be input to other programs which could produce acceptable graphical results. QuattroPro 3.0
and Sigmaplot 4.1 produced the graphs shown in this report.

Two different geometries were used for imposing the electrical field which perturbed
the flame. At first, we used flat copper sheet electrodes mounted transversely, 2.0 cm apart and
0.2 cm above the burner head. One of these electrodes and the burner head itself were
grounded, and the perturbing potential was applied to the second electrode. The electrodes
were oriented parallel to the optical path, so that emission could be detected anywhere between
the plates. The second geometry employed a stainless-steel cylindrical ring electrode, 2.5 cm in
diameter located in an axially-symmetric position 2.0 cm above the burner head. The burner
head was again grounded in this arrangement, and potentials up to 3000 volts were applied to
the active electrode. Current between ground and the active electrode were measured with a

conventional microammeter.
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Electrical potentials in the flame were made using a tungsten rod mounted on a fixed
stand, so that the flame could be moved through the X-Z plane with respect to the rod, in
exactly the same way and with the same precision as is the case with the spatially-resolved
spectroscopic measurements. The rod potential was measured through a Tektronix HV probe,
model P6015 (3 pF, 100 MQ) with a Tektronix oscilloscope. There was no convenient means to
record these data electronically, so the results reported later in this report are the result of

manual logging of the potentials and the associated approximate variations.
Attempts to Obtain Temperatures from Seeded Flames

One of the first measurements we attempted was to repeat and improve the observation
that an electric field can significantly change the temperature of a hydrocarbon/air flame3,
Since the emission spectra of atoms seeded into flames had been used for this purpose by others,
it was expected that this would be a straightforward, preliminary measurement. However,
several constraints complicate the application of this method 12, First, the flame temperature
must be high enough to populate the levels whose emission will be monitored. Propane/air
flames at atmospheric pressure typically achieve just over 1900 Celsius maximum, and thus
limit the usable upper levels to below 3 eV, if areas at temperatures below the maximum are to
be surveyed. The emission must occur in an experimentally accessible region; because of the
characteristics of our detector system, this meant approximately 300-910 nm. Measurement of
the absolute intensity of a single spectral feature can, theoretically, yield the temperature of the
system, but this requires careful absolute calibration of the optical system sensitivity, as well as
knowledge of the number density of emitters and the active path length, and is applied to
systems as complicated as a flame only with difficulty. For these reasons, the relative intensities
of emissions which originate in atomic states separated by a few kT in energy provides a more
reliable method.

While it is preferable to have several emission intensities so as to ensure that
eqnilibrium is being achieved, as few as two lines can be used in this so-called "radiance ratio
metaod”. One needs the transition probabilities for the measured transitions, and errors in the
ratios of the transition probabilities propagate into large errors in absolute temperature, so the
method is usually applied only with atoms whose transition probabilities are well-known from
theory and/or experimental measurements (for temperature differences this factor is not so
important). Iron has been used for measurements of this type13'14, and we considered it for the
present experiments. However, the spectral resolution required (.035 nm) for measurement of

the iron line intensities was far beyond that possible with a 0.5 m monochromator.




Cesium has reportedly been used for temperature measurements of hydrocarbon/air
flames!’ and plasmas!®. While we observed a number of Cs transitions (See Table I), none of
them proved useful for our purpose. The intense, resonance lines at 852.11 and 894.35 nm,
which had been reported by Hollander and Broidal® as being useful for measurements of flame
temperature, were found by us to be seriously radiation-trapped, even at quite low
concentrations. Perhaps some additional study using these lines could be undertaken, but linear
relationships between number density and emission intensity must occur below the lowest

number densities we tested, which was the result of injecting solutions in the 105 M CsOH

range.




Table 1

Cesium line emissions observed in propane/air flames

Transition A (nm) 8n Ann¥ E,(eV) | Comments

6s 25, /27 6p 2p, /2 894.3 2 351 x10°1 1.38 Strong resonance line

6525, /p-6p 23y | 8521 4 722x10-1 | 145 Radiation-trapped

65251/2-7p 2Py | 4993 2 253x103 | 270

65251 /0-7p 2Py /sy | 4555 4 148x102 | 272

6p 2Py /p-8525y ), | 7608 2 186x102 | 301 K: 766.4, 769.8 nm

6p 2p1 /2-8s 2p1 /2 794.3 2 1.86 x 1072 3.01 Rb interference-794.7

6p 2Py /p-64 D5, | 9172 6 335101 | 280

6p 2Py /p-6d 2Dy | 9208 4 414x102 | 280

6p2Py /- 6d 2Dy | 8761 4 301x10-1 | 280

6p 2Py /p-7d 2Dy | 6973 6 951x102 | 3.23

6p 2p1 /- 7d 2D3 /2 672.3 4 9.63 x 102 3.23

5d 2Dy /- 7 2F5/, | 6824 6 3.20x102 | 361

5d 2Dg p- 76 2F7 | 687.0 8 335x102 | 361

5d 2Dy /p- 76 2F5), | 7228 4 555x102 | 361

5d 2Ds /2~ 6f 2Fg /2 727.9 6 5.86 x 10-2 3.51 Possible Rb interfere

5d 2Dg /- 66 2F5 )y | 7279 8 586x102 | 351 Rb:780.0, 794.7 nm
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Field-Induced Changes in the Spatial Distribution of Flame Emission

The change in the appearance of a susceptible flame as a modest field is applied is
dramatic and remarkable. While many experiments were performed with a field applied
transverse to the flow of reagents, the largest, most consistent and reproducible results were
obtained with the axial electrode described above. Results for only that geometry are reported
here. Surveys of the spatial variation of several of the excited radicals accessible to us were
recorded as functions of electric field, fuel/air ratio, and total flow rate, The results illustrated
below were chosen because the conditions produced a particularly dramatic effect. In this case,
a potential of 2000 volts was applied to the axially-symmetical electrode 2.0 cm above the burner
top, producing a mean field of 1000 volts/cm. The propane/air ratio was 1:12.8 by volume, so

that this flame was "rich"; that is, there was more fuel in the premixture than would be required
by the 1:5 propane/C, stoichiometry of the reaction:

C3Hg (g) +50s(g) = 3COy (g) +4 HyO(g)
(although the effective ratio in the experiment might also include some participation by

environmental air). This flame was quite green, due to the C; Swan band emission.

Figure S
Change in Flame Due to Applied Field
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Figure 5 shows the result of measuring the integrated intensity of the C>* emission near

510 nm, as the flame was moved vertically, with a horizontal position such that light was
collected from the center of the flame. As may be seen, the electric field effectively diminishes
the height of the reaction zone by nearly half. The intensity of the emission in the field-
perturbed flame also appears to increase, but this could be partially due to the fact that the
effective optical path is increased when the flame height is decreased. While it is believed that
the sensitivity of the detection system was the same in both cases, quantitative treatment of the
spatially-integrated intensity would require consideration of the source path length.

An applied field affects flames at any other fuel/air ratio less than it does at this one.
As the mixture becomes even more rich, the temperature (presumably) decreases, #nd hence
fewer ions and electrons are produced. For this reason, it is not surprising that the influence of
electric fields decreases when the air flow is decreased. Hewever, since the maximum
temperature of hydrocarbon flames is always found near the stoichiometric ratio, it might be
expected that, if an "ion-wind" (a nonspecific ion-induced mixing) mechanism were most
important, that such flames would be more susceptible to deflection by the field, and such is
not found to be the case. At the stoichiometric ratio, the flame height and morphology are little
changed by the field. (Such a flame exhibits less Cy* emission and more CH* emission, as

described above.) One can also burn propane/air mixtures well beyond the stoichiometric ratio,
toward the "lean”, or excess-oxidant side. At approximately the ratio at which Cy* emission

becomes instrumentally undetectable, the influence of the electric field also disappears.
Measurements of Potentials Within the Flame

Electrical measurements of the flame were also undertaken, using equipment as
described earlier. These potential and current measurements were undertaken primarily for
qualitative rather than quantitative purposes, because the quantitative characterization of the
electrical properties of a flame generally require more sophisticated methods than those
available for this project!8. We used the current through the flame only as a very approximate
measure of the amount of ionization, and the changes in potential distribution only as an
indication of changes in the distribution of ionized species in the flame. Despite the high-
impedance probe used to make the measurements, there is no doubt that the tungsten wire
perturbed the flame, both electrically and chemically, since such a hot metal surface can catalyze
certain chemical reactions which might not occur in a purely gas-phase system. In some very
rich flames, solid graphite (presumably) had a tendency to collect on the probe when it was
inside the reaction zone, whereas soot was not produced in noticable amounts, even when the

fuel /air ratio was so rich as to constitute a diffusion flame.
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Figure 6, below, show's the apparent potential within a flame similar to the one whose
large susceptibility to distortion by an electric field was illustrated in the previous figure. For
this measurement, the upper electrode potential was <2000V, and the current was 100 pA. The
green flame very shortened, and exhibited a visible high-frequency spatial fluctuation. The
probe was positioned in the center of the flame, so that its tip visited the center of the reaction

Zone.

2000 ; : -
Figure 6
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We believe that the large potential gradient at the bottom of the flame may be important, as this
characteristic seemed to be common in susceptible flames. Although we are not showing the
potential distribution data in this report, when the sign of the applied potential is reversed, the
flame is completely unaffected by the field. In fact, the reversed-potential arrangement
produces no measurable effect even when the applied field is 1500 V/am. The apparent
potentia} distribution is dramatically different, with all of the potential drop occuring within one
or two millimeters of the electrode. Therefore, the entire reaction zone in such a case is within

an equipotential, and it is not surprising that no deflection occurs.
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The rate of fuel flow in Figure 7 was the same as in Figure 6, but the air flow rate was
increased beyond the stoichiometric ratio, where the current is maximum, 5o as to produce a
"lean™ flame with the same current as was the case for the “rich™ flame. We presume that these
two flames had roughly the same number of charge carriers and, if the “ionic wind” were the
prindiple cause of the deflection, neglecting the fact that the total flow was larger, a similar
magnitude of the deflection could be expected. However, this flame exhibited only a small
amount of fluttering at the top of the reaction cone, and no significant shortening. Notice that
the potential gradient across the bottom of the flame is much smaller than it was in a susceptible

flame.
2000 . : ,
Figure 7
Potential in a Refractory Flame
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Continuing in the same series, we next produced a lean flame with the same total flow
rate as that which produced Figure 6, and with the same 100 1A current as was measured for

that flame. Since the air flow is a large fraction of the total, these conditions were very near

what one would obtain by, while maintaining the air flow as produced Figure 6, reducing the

fuel flow until the current again fell to 100 pA. Naturally, this flame was much smaller (a total
height of about 5 mum), even before the electric field was turned on, than was the original flame.

The resulting potential distribution, shown in Figure 8, cannot be explained within the simple
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assumptions of an ohmic theory. Clearly, something unusual is likely to be required to
rationalize the maximum in the apparent potential. This flame also exhibited some periodic
fluctuations in the audible range of frequencies (although no sound was audible) in the
potential near the top of the flame. Phenomena like this have been previously studied in so-
called "singing flames", although the mechanism has not been elucidated!®. This experiment
proves that the differences between the susceptible flame in Figure 6 and the refractory one in
Figure 7 is not just because the flow rates are different, since the flame in Figure 8 was not
measurably deflected by the field.

2000 ; T T
Figure 8
Potential in a Lean,
1500 Refractory Flame .
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Height above burner (cm)

Of course, seeding a flame with an alkali metal can very sharply change the potential
distributions by providing a source of facile ionization, and therefore producing both ions and
electrons in the flame. We have not found in the literature (although such measurements may
exist), evidence that the effect of seeding may be qualitatively different in rich as compared to
lean flames. Figures 9 and 10 address this point. Figure 9 displays the potential distributionina
refractory, lean flame seeded with KOH solution, while Figure 10 shows the distribution ina
similar system, with the same air flow rate, but with the fuel flow increased so as to produce the
same, 180 pA, current. It is interesting to note that this flame is not perturbed by the field, even
though the apparent potential distribution indicates as large a potential gradient at the burner as
was found for other, susceptible flames. This tends to indicate that a specific kinds of ion(s)

responsible for altering the reaction kinetics, and that K* does not do so.
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Conclusions

These studies have shown that there is a large difference in the susceptibility of
propane/air flames to deflection or distortion by electric fields, depending on the ratio of fuel to
air in the premixed reagents. While slightly "rich" flames are highly susceptible to such
perturbation, slightly "lean” flames with similar concentrations of charged species are slightly
affected, if atall. The influence of modest fields on susceptible flames can be very large. Our
spectroscopic surveys of such flames indicate that the height of the reaction zone can be caused
to decrease by approximately half, by a field of less than 1 KV/cm. Our results suggest that
some chemical species which exist in rich flames, and which may be associated with the
production of excited Cy radicals, are necessary for high flame sensitivity to electric fields.
Crude measurements of the apparent potentials within susceptible and refractory flames show
that susceptible flames tend to have a large potential gradient at the bottom of the flame, (the
gradient likely extends across the reaction zone). However somewhat lean flames which are not
sensitive can be made so by seeding with potassium salts. Since this sensitivity is not

accompanied by C, emission, we believe that it is more likely a result of a change in potential

gradients than a gross change in flame chemistry.
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ABSTRACT

This report contains a brief summary of the work done to investigate the operational characteristics of a
burner that was designed to "specifically reproduce recirculation patterns and LBO processes that occur
in a real gas turbine combustor.” The burner, refered 10 as the Pratt & Whitney Task 150 Combustor, uses
a swirling fuel injector from an actual Pratt & Whitney turbojet engine installed in a sudden expansion
combustor that closely simulates the geometry of a combustor from an actual jet engine. The Task 150
configuration has been configured so that the geometry around the injector is nearly axi-symmetric, but
the combustor incorporates quartz windows so that optical (laser based) instruments can be used to make
measurements in the flame. The Task 150 configuration uses a swirling injector similar to those used in
the Task 200 combustor, and the inlet diffuser sections and incone! chimney of the Pratt & Whitney Task
100 burner. This unique configuration allows complex diagnostic measurements to be measured in a
simpler geometry than the Task 200 combustor, but embodies most of the features of an actual jet engine
combustor in an axi-symmetric configuration that is easier to mathematically model.
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The primary effort during this summers AFOSR sponsored research program for faculty and graduate
students was to assemble the hardware, and investigate the basic operational behavior of the burner. it
was found that the flame would exhibit very different operating characteristics over the operating
stoichiometric range. The flame would be attached to the burner or lifted from the burner as the fuel
equivalence ratio was changed. Film images and video tape of the various operating modes as a function
of fuel equivalence ratio were obtained.

Measurements of the fuel equivalence ratio at lean blow out as a function of air flow rate were aiso
obtained. At high air flow rates, the flame would biow out for both injectors tested from a well lifted flame
that was being stabilized on a downstream recirculation zone. At low air flow rates, the low swirl injector
would still blow out from the flame stabilized on the down stream recirculation zone. However, at low air
flow rates, the flame on the high swirl nozzle would remain attached to the center core of the fuel injector
right up to lean blow out. As a consequence, the fuel equivalence ratios (based on total fuel and total air
flow) where lean blow out occurred with the high swirl nozzle were very much lower (ca 0.3) than that
observed for the low swirl injector or the high swirl nozzle at high air flow rates (ca 0.5).

The pressure drop across the low swirl and high swirl injectors were determined as a function of total air
flow rate through the combustor. In a separate investigation, the partitioning of the flows through the
dome jets, the insert jets, the primary air swirler and the secondary air swirler was determined. The effect
of fuel tlow on the pressure drop across the injectors and its effect on the flow partitioning was also
investigated by introducing CO2 into the fuel passage at varying flow rates. How the air flows partition
hetween the various flow passages in an injector is expected to have a major impact on how well that
injector operates.

Measurements of wall pressures and wall temperatures were made in an attempt to better understand the
locations of the various flame zones in the combustor. These measurements have indicated that the
location of the recirculation zones moves very little as operating condition is changed. They also indicated
a second recirculation zone in the dome region that is caused by the dome cooling jets.

I. INTRODUCTION

This report presents a brief summary of results of an initial investigation to determine the flame
characteristics when swirling fuel injectors from actual Pratt-Whitney jet engines are installed in a burner
with a sudden expansion (Pratt and Whitney Task 150 Combustor). This work provides a bridge between
the work where the combustion characteristics of confined, coannular fuel and air jets are discharged into
a sudden expansion (Pratt and Whitney Task 100 Combustor), and the Task 200 combustor where four
swirling fuel injectors from actual Pratt-Whitney jet engines are installed in a a rectangular combustion
chamber that simulates a segment of a real jet engine combustor. The advantage of the Pratt and Whitney
Task 150 Combustor is that it allows the actual combustion characteristics of a real injector to be
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investigated in a simpler geometry where various diagnostic measurements (primarily laser based optical
measurements) can be more easily made. The Task 100 and 150 combustor configurations have been
specifically developed to study the phenomenon of lean blowout (LBO) in modern annular aircraft gas
turbine combustors. The combustor has been carefully designed (Sturgess, et al. 1990) to "specifically
reproduce recirculation patterns and LBO processes that occur in a real gas turbine combustor.”

The Task 100 combustor consists of coaxial jets with a 29 mm diameter central fuel jet surrounded by a
40 mim diameter annular air jet. The jets are located in the center of a 150 mm diameter duct. A sudden
expansion, rearward facing bluff body, with a step height of 55 mm, is located at the exit plane of the
coaxial jets. The combustor test section incorporates flat quartz windows to accommodate laser and other
optical access, but uses a metal shell with metal corner fillets to reduce the vorticity concentration and
eliminate its effect of the bulk flowfield in the combustor. This box-section combustor with corner fillets
allows reasonable optical access, while providing a cross section that approximates a two-dimensional
axisymmetric cross section. The bluff body provides a recirculation region that can stabilize the flame.

The Task 150 combustor configuration utilizes the basic Task 100 hardware, but replaces the confined,
coannular jets with an insert and an actual swirling fuel injector from a Pratt and Whitney jet engine. A
schematic drawing of the Task 150 Combustor is shown in Figure 1. A drawing that shows the installation
of the fuel injector in greater detail is presented in Figure 2. Two different fuel injectors were used for this
study, a high swirl injector, and a low swirl injector. The high swir injector is refered to by representatives
of Pratt and Whitney as a "bill of materials injsctor” used in production engines. The low swirl injector was
reported to match the characteristics of the injectors supplied by Pratt and Whitney for use in the Task 200
combustor.

The objective of the project was to determine the combustion and flow characteristics of the Task 150
burner over a range of operating conditions. Specifically, the study was to characterize the broad
operating characteristics of the Task 150 burner with both high and low swirl injectors. The initial
characterization included the following experimental work: flow meter calibration, checkout experiments,
flame characterization experiments which were recorded on film and video tape, lean blow out
measurements, determination of the flow partitioning between the injector passages as a function of air
flow rate, and measurements of wall differential pressure and wall temperature measurements.

The results of this study relate to a flame blowout modeling study being conducted by other investigators
from Pratt and Whitney (Sturgess, et al. 1990). A secondary purpose of this study has been to collect data
that could be used in validating a computer code that predicts the flame phenomena and blowout limits
(Sturgess, et al. 1990).
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The page constraints of this report prevent a detailed summary and discussion of all of the experimental
results obtained. Consequently, only example results are presented. A more complete compilation of the
data has been prepared in the form of an appendix which has been supplied to the Air Force sponsor at
Wright Patterson Air Force Base.

Il. RESULTS
Calibration of Elow Mef

The main instruments used in these test series were four flow meters. These four included one for the air
(6000 slpm air capacity), another for the nitrogen (1000 slpm air capacity), and two (300 and 45 slpm air
capacity) for the fuel. The largest reference standard available was a laminar flow cell with approximately a
300 slpm limitation. This arrangement worked satisfactorily for the fuel meters, and showed the nitrogen
meter to be linear up to the flow cell's limit. However, the air meter, not being designed to run at this low of
flow rate, showed serious but predictable inaccuracies. Careful calibration against the laminar flow cell at
low flow rates and against the linear nitrogen flow meter at higher air flow rates allowed the air flow meter to
be calibrated over the flow rate range of interest. Figure 3 presents the final calibration of the air flow meter
used in this study.

The calibrations of the fuel flowmeters were found to be very close to linear, and to match the factory
calibrations very closely. The calibration equations obtained for the two fuel meters used are shown
below.

0 to 300 slpm air (0 to 108 sipm propane) meter:
Y (actual flow) = 0.99158 + 0.988*X (indicated flow); R2 = 1.000
0 to 45 slpm air (0 to 16.2 slpm propane) meter:

Y (actual flow) = - 0.018719 + 0.938"X (indicated tlow); R2 = 0.999
Fl ol terizali

One of the traits of the Task 150 burner is the wide variety of flame structures that are observed. Each
flame shape indicates a different mode ot operation, which differ from one another in the location of the
flame fronts, or by some structure such as thickness or intensity. These different structures might arise
from changes in the flow fields, mixing patterns, or fuel equivaience ratio. The differences and similarities
of the flame structures for both nozzles together with the Task 100 configuration may provide significant
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Figure 3 - Final Air Flow Meter Flow Calibration

insights to the combustion processes. Characterization simply defines the modes and the differences
that differentiate the structures.

The shape of the flame, at the minimum, provides qualitative information on the mixing process and
location of flame fronts. Such information can yield precious insights into what Lrocesses are present.
Flames fronts exist because fuel and oxidizer have been transported to a point where combustion can be
supported. The location of these fronts relative to the outlet orifices of fuel and air are of obvious interest.

Flame structure is also important in the macroscopic effects it can have. in the high swirl burner near lean
blow out, for example, the flame is very small, with much of the air bypassing the actual combustion region.
This small flame structure supported much lower fuel equivalence ratios than the comparable low swirl
injector, which had a much larger flame structure to maintain. These structures not only have an effectin
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laboratory experiments but aiso affect the real-life operation of a turbojet engine. Understanding of the
causes and effects of flame structures may be of significant help to the injector designer.

The fuel equivalence ratios where the transitions from one flame structure to another were determined as
a function of air flow rate. The flames for both injectors were attached to the outside of the insert air jets
when the burner was operated very fuel rich. The tlame would then lift, reattach, and lift again as the fuel
equivalence ratio was progressively reduced depending on the injector (high swirl versus low swirl) and
the air flow rate. During the reattachment phase, the flame would take on many of the charz teristics of a
tornado. Consequently, the terminology of funnel cloud, torado, and debris cloud were adopted to
describe some of the observed flame structure.

The flame characterization of the Task 150 combustor was in large part carried out by visual observations.
Still film photographs were taken of the different structures., These images were digitized and
manipulated using various computer programs into the isochromatic contour plots found in Figures 4 and
5 for the low swirl and high swirl injectors respectively. As can be seen, the flame for both nozzles look
alike at very fuel rich conditions. The flame is attached to the insert jets, in @ manner similar to the Task 100
burner at rich conditions. Unlike the Task 100, these flames are very short, presumably because the
oxygen in the air was being depleted much faster due to the swirling motion mixing the gases. As the
amount of fuel was reduced, the flames lifted and stabilized on some downstream recirculation zone that
appeared to be associated with the injector. The primary combustion zone lengthened as relatively more
oxygen entered the chamber. At this point the two nozzles diverged in flame characteristics. The low swirl
nozzle would abruptly switch to an attached cone flame. Although this cone seemed similar in appearance
to the high swirl flame near lean blow out, it was much different. The attached cone was much more
vigorous, and produced a howling roar, giving no incication of being near blow out. As fuel was further
reduced, the attached cone would once ag...n lifted would stabilize on a downstream recirculation zone
associated with the injector. At this point, however, a flame structure could still be perceived, as illustrated
in Figure 4. As the fuel equivalence ratio continued to drop, the cone dissipated and became a
shapeless, separated flame that appeared to be stabilized on the larger recirculation zone associated with
the chamber itself. It is believed in this structure, that the nozzle no longer exerted an influence on the
flame, and the flame was being stabilized on conditions sustained by the chamber itself. With the lean
lited flame structures, flames with the low swirl nozzle once again took on the appearance of flames seen
in the the Task 100 combustor.

With the high swirl nozzle, after the rich lifted condition, the swirling air began to stabilize a flame in the
center of the combustor, with a result that behaved much like a tornado. As seen in Figure 5, a funnel
cloud formed within the the rich lifted flame and gradually descended as the fue! flow was decreased.
Eventually, the funnel appeared to disappear into the inside of the primary swirler passage in the injector.
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A fiame ir: the shape of a ttle bowl, which looked much like the debris cloud of a tomado, attached to the
nozzie, formed on the outside of the orado cloud. This detail was lost in the process of converting from
still photograph to Figure 5. Continued reduction of the fuel flow resulted in the growth in size and
intensity of this cloud while simultaneously decreasing the funnel cloud. The disappearance of the funnel
cloud marked a transition to a fully developed flame that was strongly attached to the center of the injector.
At low air flow rates, this strongly attached flame would weakzan until the fean blow out fimit was reached. At
high air flow rates, the flame would once again [ift, attach to down stream recirculation zones, and
eventually blow out from the separated flame structure, much as did the Task 100 Combustor, and the LS
Task 150 Combustor.

One of the major factors in flame structure was fuel equivalence ratio. At a given air flow, the fuel would be
reduced until a transition was judged to have veen reazhed. These observations were not easily made.
With the low swirl nozzie, most transitions between modes were quite abrupt, but the flame would oscillate
from one mode to another {without obvious cause) over a narrow range of fuel equivalence ratios. In
these cases, the practice was to wait until a complete (no jumping between modes) transition was
reacheg. With the high swirl nozzle, however, the behavior was quite different. Instead of abrupt
changes, the flame flowed smoothly from one mode to another. While eliminating the problem of flicker,
these smooth transitior.. also left no sharp break point in flame behavior. Easily recognizable events,
such as when the tornado appeared to touch the nozzle, were chosen to differentiate operating modes.
Even still, events such as the onset of the funnel cloud were in large part a matter of judgment. With these
understandings, Figures 6 and 7 quantify the different fuel equivalence ratio regimes in which the varicus
modes operate.

i nmen

Lean blow out tests were conducted at various times during the course of the summer research effort.
These measuremenis were conducted with the high swirl and low swirl nozzles, but were conducted with
the 10 inch extension, and the 45% exhaust orifice plate installed. A more systematic set of
measurements was made as part of the tests to measure wall pressure and temperature with va'rious
operating configurations, and over a range of both air and nitrogen flow rates. While making these tests,
the bumer was operated near LBO while the wall pressure and temperature measurements were made.
Once this data had been collected, the burner would be further leaned until lean blow out was achieved
and recorded. Frequently, the burner would be relighted, and the lean blow out measurement repeated.

It is beyond the scope of this document to report ail of the lean blow out data taken during the course of
the summer research program. The additional data is available on request. An example set of
representative blow out data is contained in Figure 8 for both the low swirl and high swirl nozzles. For
reasons not yet fully understood, the fuel equivalence ratios at lean blow out for air flow rates below about
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400 slpm depart from the expected value of about 0.5. As Figure 8 shows, the ¢ at LBO for the low swirl
fuel injector increases significantly as air flow rate is reduced below about 400 slpm (70 F). Conversely,
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Figure 8 - Example Set of Lean Blow Out Data for Task 150 Comb:
(10 inch Extension, 45% Orifice)

the ¢ at LBO for the high swirl fuel injector decreases markedly as air flow rate is reduced below about 800
sipm (70 F).

Time has not permitted a complete evaluation of this lean blow out data, but a few observations have been
made. At high air flow rates, the flame just prior to blow out for both in: sctors tested was a well lifted flame
that was being stabilized on a downstream recirculation zone. At low air flow rates, the low swirl injector
would still blow out from the flame stabilized on the down stream recirculation zone. However, at low air
flow rates (less than ca 600 slpm), the flame with the high swirl nozzle would remain attached to the center
core of the fuel injector right up to lean blow out. As a consequence, the fuel equivalence ratios (based
on total fuel and total air flow) where lean blow out occurred with the high swirl nozzle were very much
lower (ca 0.3) than that observed for the low swirl injector or the high swirl nozzle at high air flow rates
(ca 0.5).

It was evident from observations of the flame associated with the high switl burner at the lower air flow
rates, that the volume of the flame zone was very small compared to the volume of the combustion
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chamber, and that some of the combustion air was bypassing the combustion zone. Thus analysis of the
flame in terms of a "loading parameter” must be done very carefully.

Itis suspected that the flame zone is still behaving like a well stirred reactor, but that the local stoichiometry
is not well represented by the overall fuel equivalence ratio, the total air mass flow, and the total volume of
the reactor. 1t is difficult to understand how a flame can be sustained at a fuel equivalence ratio well below
the lean flammability limit (f = 0.5). It is suspected that the f at lean biow out would be much closer to 0.5 if
the volume of the flame zone could be accurately estimated, and if some estimate of the actual mass of air
and fuel entering the flame zone could be made.

Elow Splits

Measurements of pressure drop across the various flow passages in the fuel injectors installed in the Pratt
& Whitney Task 150 combustor were used to estimate the partitioning of the flows between the primary
swirler passage, the secondary swirl passage, the insert jets, and the dome jets. The various passages
were plugged in sequence so that the flow rate through a single passage could be correlated with the
pressure drop across the dome of the combustor.

Each set of air flow, pressure drop data was curve correlated using a quadratic least squares function. it
was assumed that the tlow correiations for the insert and dome jets would be the same for both the HS
nozzle and the LS nozzle sets. In making the measurements through the insert and dome jets, the flow
through the combined insert and dome jets was correlated with pressure, and the separate flow through
the insert jets was correlated with pressure. The separate flow through the dome jets was then obtained
by subtracting the insert tiow correlation from the combined correlation. The separate equations for each
of the four passages for hoth the HS and LS injectors were then used to determine the flow rate as a
function of pressure drop for each of the passages, and the sum was used tc determine the correlation
between the: total air flow rate and the pressure drop across the injector. With the total air flow determined,
the percentage of flow through each injector passage was determined as a function of air flow rate.
Figures 9 and 10 summarize the percentage of flows through the primary swirler passage, the secondary
swirler passage, and the combined insert and dome jets for the high and low swirl nozzles respectively.
The higher pressure drop through the HS primary flow passage and the attendant lower flow rate is
apparent.

A question on the effect of fuel injection on the pressure drop across the fuel injector, and its effect on
the partitioning of the flow between the various passages was raised near the end of this summer's faculty
and graduate student research program. There was insufficient time to fully explore this effect.
Nevertheless, a brief investigation into this effect was undertaken. CO2 was introduced into the fuel
onfice of both the HS and LS injectors. The insert and dome jets were completely blocked, since it was
felt that fuel injection couid not have any effect there. The flows in the primary swirler or the secondary
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swirler were successively blocked so that the change in pressure across the injector could be monitored
as a function of CO2 flow rate through the fuel orifice. Four separate conditions were used, two with the
HS nozzle, and two with the LS nozzle. The air flow rate required to achieve a given pressure drop (LS,
1.67 and 4.35 in. H20; and HS, 4.35 and 10.15 in H20) was set and held constant while the CO2 flow rate
was changed. The pressure change (referenced to the set pressure drop) as a function of CO2 flow rate
for the four cases is summarized in Figures 11 and 12. It can be seen that the introduction of CO2 (fuel)
has a very significant effect on the pressure drop across the passage, and by implication, on the flow rate
through the passage for a given pressure drop. The effect is much more pronounced for the primary
swirler passage that the secondary swirler passage. The effect can be either positive or negative
depending on the injector (HS or LS) and air flow rate. That s, it can impede the flow causing an increase
in the pressure drop, or it can act like an ejector causing a reduced pressure and consequent higher flow
rate. Examination of the figures shows that the effect may be quite nonlinear and can vary from positive to
negative back to positive depending on condition. It is evident the the addition of fuel will have a
signiticant effect on the way that the flows split as they pass through the various passages of the injector.
Further work in this area is warranted.

It should be noted that the percentage flow splits are thought to be quite accurate over the range of flow
rates and delta pressure measured. This work needs to be extended to higher flow rates and higher delta
pressures. Some of the actual combustion experiments conducted used air flow rates as high as 2500
slpm. This gave a deita pressure across the dome of the burner of about 4 psi. There were also some
discrepancies when the total air flow rate as determined by the summation of the separate equations was
compared to that measured directly with all passages open. There were some leaks in the facility that were
identified at a later time that might have been affecting the results. Also, the flow through the very small
gap between the injector and the dome insert may have been affecting the results. The introduction of
CO2 to simulate the effect of fuel injection was found, as was discussed above, to be significant and very
nonlinear. It is recommended that additional work be undertaken to further investigate the flow
partitioning through the various passages over a wider range of flow and pressure conditions, and with
additional study of the etfect of fuel addition on the flow splits.

Wall Pressure and Wall Temperature Measurements

Wall temperature and pressure measurements were taken with thermocouples ana pressure taps located
in wall plates at selected axial locations. Measurements were made at or near the lean flammability limit and
for selected cases near the maximum heat release. Test configurations included combinations of the HS
and LS nozzles, 0in and 10 in chamber extensions, and 0%, 45%, and 62% exhaust orifice. Much of the
data were collected without any supplemental nitrogen being added to the combustion air stream. There
were some sets where a low levels (ca. 10%) and high levels (ca. 20%) of N2 were added to the
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combustion air. In as much as time was limiting the latter test phases, A sparse test matrix was employed,
i.e. only three levels of air flow, and zero or a high level of nitrogen were added to the combustion air.

With the burner exit open to the atmosphere, it was expected that the gage pressure at the wall would be
indicative of the large-scale recirculation zone flow patterns. At points where the flow had a significant
radial velocity, the pressure would change according to the stagnation pressure. In other regions, the
pressure would be dominated by Bernoulli's equation--the higher the velocity, the lower the pressure.
The most obvious result of the information collected was the invariability of the flow structure. This
consistency can be see in Figure 13, which shows all the data points taken. There were three zones in
evidence. The first recirculation zone, occurring in the first 50 mm, was dominated by the dome jets. The
second zone, located between 50 and 200 mm, consisted of a lower recirculation zone caused by the
flow in the primary combustion volume. The last zone was the combustion products flowing through the
chamber, A few data sets also showed evidence of another recirculation zone near the exit, set up by the
orifice blockage plate. This structure remained invariant for a wide range of test conditions. The main
effect of the extension and orifice plate was to shift the curve up or down (Figure 13). The air flow
changed only the magnitudes of the pressures , but did not appreciably change the location of the zones.
The principle nozzle effect was on the strength of the first (dome) zone, with the high swirl nozzle creating
a stronger flow due to the change in the flow splits.

Figure 14 contains an example plot of the Metal Temperature Factor (MTF) as a function of location. In
general, the MTF data show a peak value at about the 200 mm location. However, the variation in location
of the peak MTF does range from about 120 mm to about 250 mm depending on the flame structure
which is being affected by the haraware configuration, air flow rate, and nitrogen flow rate. The location of
the peak MTF probably represents a stagnation point associated with the major recirculation zone.

1l BECOMMENDATIONS:
Suggestions for Follow-on Research,

There have been considerable insights into the operational characterikstics gained form this summer's
faculty and graduate student research program. There is much that yet needs to be done before a full
understanding of the burner is achieved. There are several investigations that might be suggested to
further these insights. Additional work needs to be done on the flow partitioning in the low and high swirl
nozzles. The flow and pressure drop ranges need to be carried to higher values. Additional lean blow out
measurements also need to be done, particularily at higher flow ranges. Work needs to be done to
quantify the volume of a flame that is attached to the center of the burner and the amount of air and fuel
that is actually entering the flame zone. This data is necessary inorder to better determine the actual fuel
equivalence ratio in the “well mixed” flame zone. Laser sheet lighted images (either MIE scattering from a
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seeded flow, or LIF images of OH or NO) would be very useful to provide mappings of the flow fields. This
information is essential in order to better understand where the flame fronts are located, and the
characteristics of the eddies and other turbulent structures. Local gas temperature data and mixture
fraction measurements would be very useful information for comparison to model predictions and similiar
data from either the Task 100 or Task 200 Combustors. The temperature data could be obtained using a
CARS diagnostic system. G"s r.ixture fraction is a more difficult diagnostic, but there may be other
diagnostics that could be used to measure the concentration of a seed gas (e.g. CO2) such as
degenerate four wave mixing. This area needs further investigation. The air flow rates to the primary and
secondary swirlers were thought to have a major impact on the operation of the combustor. Much needed
data on this characteristic could be obtained if the facility were moditied so that the air flow rates to the
various injector passages could be independently controlled.

Application for a Mini R b Inifiation G

An application for a mini research grant will be prepared as a rasult of the summer fellow research program.
The proposed project would include the measurements o he Task 150 provided to BYU and installed
under a research initiation grant during this past year. This burner is identical to the one tested In this
summer at the Aero Propulsion and Power Laboratory, Wright Fatterson AFB during this fellowship
project. The burner incorporates the high swirl injector s:pplied by Pratt and Whitney Alrcraft Co, East
Harnford, Connecticut. The proposed study will include , additional measurements of lean blow out,
additional flame characterization measurments using filin photographs and video images, CARS gas
temperaluremeasurements, and sheet lighted film photogrzphs from MIE scattering from a seeded flow.
The Aero Propulsion and Power Laboratory, Wright Patterson AFB has companion programs, the Task
100 burner program, and the Task 200 bumer program. The Task 100 bumer was the burner investigated
during the pravious (1990) summer program. The Task 200 Lurner incorporates four swirling burners in a
linear array. The proposed project would bridge the Task 106 and Task 200 programs and would provide
much needed data that can not be obtained in any other burngr. The proposed BYU project would fill a
need to investigate the swirling burner in a single burner configuration. In addition, to basic combustion
measurements, a future program at BYU could begin to investigate the formation of NOyx pollutants at the
higher fuel equivalence ratios associated with higher performance gas turbines.
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SUMMARY

Presented in this report is a portion of the work performed by the author as a Visiting
Summer Faculty in the Lubrication Branch at Wright Patterson Air Force Base.

Two major tasks both dealing with the subject of elastohydrodynamic lubrication (EHL)
of bearings were undertaken. First, a critical assessment of published research in EHL. was
made with particular attention to those sponsored by the United States Air Force. To this end, a
number of imporiant key subjects were investigated and critical problem areas were identified.
This report provides a brief discussion of the effort.

The second portion of the work dealt with developing a computer program which can
accurately calculate the pressure distribution and film thickness in concentrated contacts.
Particular attention was given to the execution time and the efficiency of the algorithm as it is
well known that EHL calculations are very delicate and time-consuming.

Due to the page limitation impos::d on this report (maximum: 20 pages), the derivation
of equations and the working of the program is not discussed herein. This program is to be used
as a research tool. It is anticipated that it will be expanded upon in an applied research which is

to be proposed as follow-up work.,
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INTRODUCTION

" he archives of published research in tribology conlain large volumes of work devoled 1o
the subject of elastohydrodynamic lubrication (EHL'. Extensive work in EHL began in the late
1050's whereas, in contrast, research in the field of hydrodynamic lubrication (HL) was well
undenvay at that time.

Active research in EHL began v hen it was realized that the theories of hydrodynamic
lbrication failed to provide a realistic assessment of the fluia film thickness in corcentrated
contacts. For such applications Dowson & Higginson {1] showed quantitatively that the film
thickness, as predicted by ore-dimensional HL theory, was much less than what would be
required 10 maintain separation between solids. In fact, the film thickness was found fo be even
smaller than tha surface roughness. Thus a refinement to the classical HL theory, was found fo
be essentizl for concentrated confact problems.

initial'y, attempts were made by relaxing the basic assumptions in the HL theory, one by
one. These included the consideration of thermal effects, side-leakage, non-Newtonian aspects
of the lubricating fluid and pressure-dependent lubricant properties.

The relaxation of thermal . “ects and side-leakage both yielded a sfill lower film
thickness than the isothermal solutions in one-dimension and therefore had an adverse effect on
the film thickness predictions. The consideration of non-Newtonian and pressure-dependent
viscoaily effects were somewhat more promising in the sense that they were thought to have the
right characteristics in order to account for an enhancement in the lubricating film thickness.

To account for non-Newtonian characleristics, one must start by redefining an
appropriate stress-strain r2lationship for the fluid that may, in fact, deviate from the linearly
viscous Newtonian equation. It was thought that time-dependence, or transignt effects, as
characterize~ by vicco-eiasticity eifects in lubricant could be responsible for altering the film
thickness. The so-calied Maxwell fluid model was a first candidate for the non-Newtonian flui¢

model. Various other early attempts were made to iook into the problem, but no noticeable
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improvement in the film thickness was found. In particular, Burton’s results for a rolling
contact 2] yielded a reduction in the load-carrying capacity, and hence a lower film thickness.

Property variation due to high pressures developed in cr-centrated contacts also
required careful consideration. Both the density and viscosity (particularly the latter)
increase remarkably with pressure. But even the inclusion of such variations in hydrodynamic
theories did not yield film thickness values much highe: iian the surface roughness. Therefore,
it was concluded that the hydrodynamic lubrication theory, by itself, fails to fully describe the
lubrication characteristics of concentrated contacts.

The key element which gave birth to the elastohydrodynamic theory is the elastic
deformation of the solids. This was precisely the missing link needed to augment with the fluid
mechanics of lubrication in order to make realistic predictions of the film thickness as well as
many of the other bearing performance parameters.

Since the discovery of the EHL regime, significant progress has been made toward the
understanding of the lubrication characteristics of both line and elliptical contact problems.
However, film thickness remains as the key parameter to which successful operation of
bearings depend upon.

While the mechanics of deformation are now well understood, interestingly enough the
hydrodynamic components of the problem, particularly those of thermal effects and the non-
Newtonian behavior of lubricant, require further research.

The purpose of this report is to previde insight to the research that has been conducted
and published in the form of reports and p-apers particularly those which were sponsored by the
United Staies Air Force. The report will also address some of t* imporiant g.oblem areas that

warrant future investigation.

THERMAL EFFECTS
The results of a major effort on EHL Lubrication was reported by Mechanical Technology

Incorporated in (970 [3]. " ne report contains an impressive volume of technical information
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including an extensive reference list. Some of the work described in that report and
publications that resulted from it are extensively used in sophisticated analysis packages even
today.

Perhaps the most important portion of the work by the MTI group is the modeling of
thermal effects. There are several tacit assumptions and restrictions on their formulation
which one should keep in mind before utilizing the results.

The thermal analysis is based upon the Grubin-type formulation for the film thickness
in a line-contact configuration. The Grubin formulation does not solve the elasticity and the
Reynolds equation for the entire contact region. Rather, it determines the pressure generated in
the inlet region which would be required to separate the bounding surfaces within the Hertzian
contact zone. Therefore, it is assumed that a significant amount of pressure is generated in the
inlet region and that the deformation of the solids in the contact region is identicai to the dry
case, as given by Hertz's classical solution.

Grubin arrived at the following film thickness equation for the line-contact problem (cf.

ref. [1])

H-_-' l.gs(GU)O.’ISW-O.Oﬂ (1 )
where

H=h/R (dimensionless film thickness)

1 1 1

_=_+_

R R R (effective radius)

G=aE

2 2

1_1 1-u,+1-uz]

E 2| E E; 1 (effective modulus of elasticity)

W= o

ER (dimensionless load)
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Grubin's analysis is, of course, restricted to the assumption that the lubricant remains
isothermal throughout the film. According to Cheng [3], when the surface speed of the rolling
element, made of steel, exceeds 250 in/s (~ 1 m/s), thermal effects become significant. The
reduction in film thickness at high speeds has been observed experimentally by researchers at
Battelle Memorial Institute in a major contract work sponsored by the United States Air Force.

Cheng made a significant contribution to the EHL theory by solving the energy equation
with the Grubin-type film thickness analysis formulation [4]). However, in addition to this
approximation, the compressibility of the lubricant was neglected. Consideration of
compressibility is known to lead to a reduction in the magnitude of the pressure spike.

Cheng introduced a new parameter called, Qn, as the most influential factor in thermal

analysis. This parameter essentially relates the heat generation in the lubricant to the heat

conduction across the film. It is given as defined below

0. = HolUi+ V)
" 2KT,

where pg and Tq are the viscosity and temperature under the ambient conditions and K is the

fluid thermal conductivity. The validity of representing the entire heat generation by a single
parameter must be examined. This parameter, Q. contains three other parameters used for
categorizing the lubricant properties: pg, To, and K¢. It also includes the effect of surface

velocities. (It would seem that the factor 2 in the denominator should have been replaced by 4,

however, that would merely scale the Qn, factor). A "heat generation parameter® as such

naturally arises when one non-dimensionalizes the energy equation and examines the dominant
parameters. In a recent stuoy which dealt with hydrodynamic journal bearings, this procedure

led to the derivation of a similar factor which we ca'led temperature-rise parameter, x. It was
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shown that x has most of the pertinent bearing parameters needed for prediction of the
maximum surface temperature {5].

Cheng [4) performed extensive simulations for two types of oils. Polyphenyi ether and a
super refined mineral oil. In order to make a comparison with isothermal results, he used
Dowson-Higginson's film thickness equation for line-contact as a benchmark. This equation is

given below

H.

20!

= 1.6G.6U.7w-.13 . ( 2 )
(It is to be noted that this equation actually gives the minimum film thickness).

Cheng proceeded by defining a so-called “thermal reduction factor, @ parameter as

Pr= 0<o,<1

Hbollumd
where H is Cheng's results which account for thermal effects.

The parameter Qn lacks an important property which is known to play an important role

in thermal effects. This has to do with the relative difference between the surface velocity of

the solids or the so-called slip ratio parameter, S= it probably would have been

appropriate to consider the product of S by Q; as the thermal generation factor. However,

Cheng chose to examine this parameter separately through extensive simulations for the range
of S = 0. - 0.4. Later in reference 3}, the results were curve-fitted and presented in the form

of a so-called thermal reduction factor given below:

?r= f,(l-o.ls)(1+ fzp?ﬂl)
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where f; and f3 are functions of Qp, o = a ? 10° and B! =1-EL. The values for these functions are
0

P
given in Table Xlii in reference [3]. The parameter ‘gl is the dimensionless Herizian pressure

Jefined as
0.5
-P—I%Z— = -:—t(%) for line contact
and
Pp 3 - .
R for elliptical contact (withR=R)).

It should be noted that when applying the theory to elliptical contacts one must keep in mind that

the theory was developed for one-dimensional line-contact and therefore a side leakage factor g

must be introduced so that

H, = (Huﬁn)uamnu: Pro. (4)
There are many other forms of thermal reduction factors. For example in a more recent

article [6] Cheng presents Figure 1 for evaluating the thermal reduction factor. Still another

form of ¢ is given below [7]:

1—13.2(P—"“‘-)L°“2
- E
1+0.213(1+2.238°%) [

?r
(5)

(U2-Uy)
where S = slide to roll ratio = (J; + U, -
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LBl _UrY,,

K, 2
P.,.= 5—%, F = normal load.

Gupta [8] compares the experimental results of Wilson [9] to those predicted using equation
(5) and reports good agreement between the two. This form of @ is very efficient for
implementation on the computer. Furthermore, it appears to be well suited for use under high
rolling speeds, nowever, further investigation is needed to verify its appropriateness for high
slide-to-roll ratios.

Gupta [8] uses equation (5) for elliptical contacts although the original development was
based on line contacts. His argument is that the contact ellipticity ratio has little influence on
or.

Surprisingly, little comparison between independent iilm thickness measurements and
theoretical predictions have been reported in the literature. Coy and Zaretsky [10] expressed
their concern on this matter particularly for high speed bearings. They conducted their own
experimental measurements and compared their results with the film thickness pradicted by
formulas due to Grubin, Hamrock & Dowson, along with Cheng's results with inlet shear heating.
Reproduced from [10] in Figure 2, experimental film thickness values are shown as a function
of the “contact lubrication flow parameter, GU". It appears that the theoretical results deviate
from experimental measurements for higher speed cases and that Cheng's results offer a slight
improvement fo those predicted by Hamrock & Dowson [11]. The experimental results exhibit
a much stronger non-linear trend with speed than do the theoretical simulations. Not mentioned
in the paper, or in discussions that followed it, is the non-Newtonian aspect of the problem
neglect ¥ in theoretical formulation. The stress-strain relationship for most non-Newtonian
fluids exhibit a deviation from linearity. This could be, in part, responsible for the "flatiening”

behavior of the experimental results for high speeds.
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At this point, a number of important remarks can be made. First, the film thickness
equations derived by Hamrock & Dowson, and the Grubin's formula, are all based on regression
analyses which includes distinct limitations on load, speed and material properties. More
importantly, they are derived based upon the assumption of Newtonian fluid. Second, Cheng's
[4] thermal reduction factor has several limitations: (a) it is based on the line-contact
solution with Grubin-type formulation, and (b) it is restricted to a certain upper limit on the
slip-ratio. Given that the non-Newtonian characteristic of fluids can play a crucial role in
EHL, a consistent analysis is needed to describe the film thickness and thermal reduction
factor from the first principles. The analysis must include lubricant and surface property
variation with temperature. Third, the flattening of the film thickness at high speed deserves
attention from the point of view of "stabilization of operation®. That is to say, since the film
thickness does not vary much with speed, a smoother behavior is expected. Thus physically,
when the speed increases, the EHL pressure distribution approaches to that of a hydrodynamic
bearing, as if the load gets distributed over a larger area. This may be considered to be a
beneficial affect. Lastly, it will be re-emphasized that at high operating speeds the behavior of
bearings may be dominated by hydrodynamic effects, hence, signifying the importance of the
rheology of the lubricant. Experimental results for film thickness and traction attest to this

fact.

NON-NEWTONIAN FLUIDS
There is an abundance of non-Newtonian fluid models in the literature. For EHL
applications, however, it appears that an appropriate rheological model is one which

characterizes the lubricant by a limiting shear stress, to. Initially the shear stress increases

linearly with strain at a given slope. However after a certain point, further increase in
deformation of the fluid does not appreciably influence the shear stress. This is generally

referred to as the limiting shear stress.
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While the classical Reynolds equation is appropriate for the linear region of the stress-
strain curve, it must be rederived for the second portion of the curve where it begins to exhibit
a non-linear variation.

There is evidence to support the hypothesis that for certain values of the limiting shear
stress (4-6 MPa), the film thickness may be considerably less than what the Newtonian fluid
model would predict [12]. The values of the limiting shear stress for the viscoelastic fluid of
type |l considered by Gupta [8] appears to be within this critical range.

For military applications that use MIL-L-7808 Gupta [8, 13] and Forster et al. [14]
considered two variations of viscoelastic-type fluid. The constitutive equations are shown below

for completeness. In dimensionless form, following Gupta's notation [8]:

oF 1.,
—=85=—f(7)
d b (6)
where
U.Gb uU
S==—"" agnd D=~—.
wi, ° Gb

The functional form of f(T), which is of primary interest to us, is classified as type | and Ii:

Typel: f(%)=sinh(7T) (based on Johnson & Tevaarwerk [15))
Typell: f(%)=tanh™ (%) (based on Bair & Winer [16]).
These two very similar models essentially curve-fit experimental data. The series expansion of

these two functions show why they are similar:

sinh(7) = Feip iy,
3! 5t

(7)
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- - 1 - 2 -
h'l = - 3+—_ —~ee
tank™(7)=7 37 151’ (8)

The denominator of terms in equation (7) grow much more rapidly than their counterpart in
(8). Therefore, the higher order terms in type | became negligible much faster than that of
type Il. Both of these models under limiting cases approach the classical Maxwell's equation for

a viscoelastic fluid:

1t 7t
§=——+2
Gor (9)
In Gupta's [8] notation:
u 1.9, ., 1
7;-=EU§(T°T)+——Q
7 UG G
d hUz, Up
or
d_o 1
oy D (10)
i.e.,
f(7)=1

The key behind the understanding the relevance and applicability of these viscoelastic
models is the relative comparison between the relaxation time of the fluid and the time it takes
for the fluid to go through the contact. This stems from the fact that, in general, most liquids
when put under very rapid stress exhibit elastic behavior, more like an elastic body. Of course,
viscous properties are still present and therefore the fluid is said to be viscoelastic.

In EHL applications since shear rates are very large and the time spent by the fluid in

the contact is short, the viscoelasticity becomes an important consideration. A dimensionless
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parameter known as the Deborah number defined as the ratio of the relaxation time to the
characteristic process time is a measure of the importance of viscoelasticity. The higher the
Deborah number the more important is the viscoelasticity effect.

Before bringing this section to an end, it will be pointed out that Cheng et al. a]so
considered the non-Newtonian behavior of fluids with a formulation similar to the equations
shown above {17]. They introduced a new constitutive equation for the lubricant written below.

In Gupta's {8] notation

%o (11)

where

. . du
§ =strain rate =— .

%

The analysis presented in [17] compared favorably with various experimental measurements.
It is surprising, however, that no attempt was made by the author to come up with a thermal

reduction factor based on this work.

STARVATION EFFECTS

Another factor that could play a significant role in the determination of the film
thickness is that of starvation effects. The importance of such considerations in theoretical
studies could be crucial as one may see by examining Figureé As is evident, the theoretical
predictions of Chiu which include starvation effects, show a reasonable trend for the variation
of film thickness as a function of the flow parameter. In these experiments, the flow rates were
very small (2-3 drops/min), and starvation is very likely.

Hamrock (18] treated the problem as a new inlet boundary condition and developed
appropriate expressions for lubricant film thickness under the starved conditions. This he did

by revising his computer program for elliptical contacts. He let the distance from the inlet edge
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to the center of the Hertzian contact be denoted by m « %. Starting from the fully flooded case,

Hamrock gradually reduced m and monitored the variation of Hpin. The values of m at which
Hmin shows a reduction (when compared to the finely flooded case) is called the starved inlet

condition, labeled m®.
Regrassion analyses performed by Hamrock led to the following results for the hard EHL

problems. For the central film thickness

ﬁ"l 0.29
e

i m* -1 (12)

where

R\ 0.58
m*=l+3.09[(—l-’1) H‘]

For the minimum film thickness

where

R\ 0.56
e=tessd (&) ]
a

To implement, one would evaluate m* from (12) or (13) and compare to m. If m* < m, then
fully flooded results must be modified by the factors given above.

The fully flooded central film thickness was corrected in this fashion by McCool [19] in
a contract work for the United States Air Force.

Although the validity of Hamrock & Dowson's fully flooded film thickness equations have
been verified by Kaye & Winer {20}, to the best of the author's knowledge, the starvation

correction factors derived in [18] have not been experimentally investigated. Nevertheless,
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extensive measurements by Wedeven [21] compared to his own theoretical correction factor
yielded good agreement. Interestingly, Wedeven's formula is very similar to that of Hamrock
[18). Therefore, Hamrock's starvation correction factor can be considered to be accurate, as
far as the central and minimum film thickness calculations are concerned.

There are, of course, other theoretical models available for implementation of starvation
effects. One such mode! is described in the SKF Bearing Design Manual [22] supposedly
developed Y.P. Chiu. In this model the film thickness and m* are related to the upstream

(ambient) film layer thickness, hy.4 and hy.2 see Figure 3. Although no direct mention of

experimental verification is made, the formulation appears to be based on good physical insight
and vast experience in this field. The adherence of fluid to the surfaces at the inlet and film
replenishment model for a full bearing are very worthwhile for further research.
Surprisingly very little published research is reported on this subject in the open literature.

At this point it is worthwhile to consider the effect of starvation on parameters other
than the film thickness. The classical Hertzian analysis pertains to the dry contact. The
Hertzian pressure distribution has a normal parabolic shape. In EHL applications when a layer
of lubricant is present, however, a pressure spike appears toward the exit. One would,
therefore, expect that starving the film at the inlet should, in limit, approach the Hertzian
pressure distribution by suppressing the pressure spike. This is precisely what Hamrock's
numerical solutions show.

it would be interesting to examine the phenomenon using optical film thickness contours
experimentally particularly, the traction behavior of starved film under high speed and high
shigar conditions is much worth further research. Wedeven's measurements [21] show that a

starved film leads to a higher traction than the fully flooded contact unless the shear rate --

1
definedas ‘h‘c"“ is very low.
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At low shear rates, the film is considerec to be severely starved and the traction results
turn out to be surprisingly lower than expected. This should be further investigated
particularly with close attention to thermal effects and ncn-Newtonian characteristics of the
tluid. To the author's best kaowledge, there are no theoretical analyses available that take both
thermal effects and starvation into consideration. The widely used thermal analysis performed
by Cheng [4] and the thermal reduction factor @y derived from it appear to be based on the fully
flooded case.

Described by Cheng [4] is the formation of backflow in the velocity proiile at the inlet
zone. According to Wedeven [21) backflow is essential for the establishment of a floodsd
condition. As with the non-Newtonian characteristics of the lubricant, the starvation may very
well atfect the @1 calculations. The validity of representing separating these interrelated

elements by simple correction factors neads to be closely scrutinized.

ROUGHNESS EFFECTS

As all engineering surfaces are rough on a microscopic scale, one must investigate the
influence of surface characteristics on EHL periormance, particularly for partial EHL. Unlike
the EHL theories that are well-accepted, there is no universally accepted model for surfacs
roughness. Furthermors, there appears 10 be a lack of experimentally verified analyses in this
area. Also, most of the papers published in this field necessarily resort to the principles of
statistics. In doing so, they require a number of input variables which are not readily available
or at least are very hard to relate to the laboratory measurements.

Recently McCool {23, 24) made an outstanding contribution to this field which desetves
attention. McCool developed a msthod to relate the output of profile measurement equipment to
the input needed for the Greenwood-Williamson's microcontact model [25]. Two main

parameters are needed: Rq and Aq. Rq is the rms deviation of the surface height from its mean

value and Aq is a slope sensitive parameter. These two parameters allow one to calculate the
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mean sqQuare cuivature parametes which is needed in the Greenwood-Williamson's model. The
model can be applied to both isotropic and anisotropic surfzce roughness [23]. Fusthermore,
McCool [24] showed that it is possible 10 estimate the value of Aq from the Ry measwemens. In

this fashion only the height sensifive parameter, R, needs 1o be measured.

McCool incorporated his roughness model in a theorelical study %o evaluate the traction
behavior of several ball bearings with various lubricants [19]. It appears, however, that
roughness consideration was not one of the major concems in that study since no parameiric
study was presented.

Now that a practica! model for surface roughness is available, we are in 2 position o0
shed some light on the relationship between the fatigue life and surface roughness in the partiat
EHL regime. A recent contribution by Averbach & Bamberger [26] showed that under partial
EHL conditions, failure occurs right at the surface rather than at the sub-suiface, where & was
generally thought to start. This finding is based on an extensive examination of bearings
returned from the field. This has significant practical implinations since as Averbach &
Bamberger pointed-out most aircraft gas turbine bearings operate in panial EHD mode even
under ideal conditions.

The initiation of fatigue depends very strongly o5 iite specific film thickness defined as

A= hmin

1/07—2 where o4 ano o, are the rms surface roughness of the interacting surfaces. It is
+0C

believed that for low A vaiuves (A < 1) the fatigue initiates at the surface while for high values
of A (A > 5), the initiation of fatigue occurs below the surface [27].

it would be valuable to conduct a co 1plete theoretical study of the surface
characteristics which includes asperity interaction, thermai effects, and surface/subsurface
stresses. To detormine the siress field in the solid, one may have to develop a computer

program that delermines the EHL pressure distribution. Therefore, it may not be possible to




daectly use McCool's program [15], since he relies on Hamrock's equation for film thickness
and does not compute the pressure distribution.

For practical purposes, there are two parameters which shouid be reiated 1o bearing
life: one is the surface characteristic and the oiher is the lubricant properties, i.e., the
viscosity. A high viscosity fubricant would, of course, result in a thicker oll, but this has not
been quantitatively translated to the bearing life enhancement. Certainly there exists a trade-
off between excessive power loss, starting torque and the bearing life.

To meet the stringent requirements of Integrated High Performance Turbine Engine
Technology (IHPTET), in addition to the lubricant properties, the surface properties and ils

characteristics - .- = - should be included in theoretical analyses of ball bearings.
Quamita;i;_;s;essmem of bearing iife based on the lubiicant viscosity, surface

characteristics, and operating conditions requires a thorough stud- of the elastohydrodynamic

lubrication. Significant savings can result through improvement of performance, reliability

and maintenance schedule.
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Abstract

This report describes two experiments in the general area of gas turbine heat
transfer. The first is a study of the effects of riblets on the aveiage heat transfer rate on a
turbine blade in a cascade for cases with and without frec stream turbulence. The second
is a study of the velocity and heat transfer in a ribbed channel for six different flow

geometries. Each experiment will be presented separately.

Effects of Riblets on Turbine Blade Heat Transfer

Introduction

Ribleted surfaces are believed to reduce surface heat transfer rates, under certain
conditions. A reduction in local heat transfer rates on a flat plate of up to 6% is reported
to occur when the riblet height is approximately 5 to 15 wall units. However, riblet
heights greater than 25 wall units increase heat transfer rates on a flat plate by up to 20%.
Presumably, for a fixed physical riblet size, riblets may increase, decrease, or have no
effect on the average heat transfer rate from a turbine blade, depending on the Reynolds
number of the flow.

The present experiments were designed to answer the following two questions:
(1) Do riblets reduce the average heat transfer on a turbine blade when the approaching
flow has no free stream turbulence?, and (2) Does the presence of free stream turbulence
in the approaching flow alter the effects of riblets on the average heat transfer from a

turbine blade?
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Discussion and Resuits

An instrumented heat transfer surface was designed for testing in the cascade
facility in Building 19 (The Five Foot Wind Tunnel Building). Since the maximum
expected reduction in the heat transfer rate on the test turbine blade is only 6%, the
experiment was designed to minimize the uncertainty in measured average Stanton
number. The entire blade was 4.5 inches wide, but only the center 2 inches were used for
heat transfer measurements in order to eliminate end wall effects. The outer portions of
the blade were heated and served to guard the center portion of the blade against
concuction losses. The same blade was to be used both for baseline testing with a
smooth scrface, then for further testing with a ribleted surface.

The blade was tested prior to the engraving of the riblets, both with and without
free stream turbulence, at three different Reynolds numbers. 7he results of these baseline
tests are presented in Table 1. The velocities reported in Table 1 were measured
approximately 0.5 inches upstream of the stagnation point on the blade. The cases run
with free stream turbulence, which was produced by a grid upstream of the cascade, have
heat transfer rates that are about 25%-35% higher than the corresponding runs without
the turbulence generating grids in place.

The testing of the blade after the etching of the riblets was to be completed by
Capt. Steve Meschwitz. At the highest Reynolds number, one would expect the riblets to
augment heat transfer, since the riblet height relative to the boundary layer thickest will
be greater than y+=20 over most if the turbulent section of the boundary layer on the
blade. At the lowest Reynolds number, one might expect a possible reduction in the

average heat transfer rate from the blade.
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Recommendations

(1) Redesign test blade to create more uniform boundary conditions.

(2) Redesign test blade to further minimize uncertainty in Stanton number.

(3) Develop an analysis to estimate the expected maximum reduction in heat
transfer on the blade due to the presence of riblets and determine the optimum Reynolds

number for possible heat transfer reduction.

Velocity and Heat Transfer Measurements in a Ribbed Channel

Introduction

The design of cooling passages for turbine blades involve complex geometries.
The purpose of the present study is to determine which of six geometries is most
effective and to explore the possibility of correlating cooling effectiveness with local

measures of the turbulence inside a passage.

Discussion and Results

The experiments were performed in a pre-existing test channel that was 60 inches
in length and which was 6 inches by 6 inches in cross section. Each configuration of the
channel consisted of five ribs, each cut from a 1 inch by 1 inch aluminum bar, being
mounted on each of two opposing walls of the channel, with the fourth rib on one side of
the channel instrumented for heat transfer measurements. Velocity measurements were
taken just upstream of the heated rib, at locations of 1, 1.5, 2, 2.5 and 3 inches from the

wall on which the heated rib was mounted. The six configurations tested were the
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following: (1) perpendicular ribs, in line, (2) perpendicular ribs, staggered, (3) slanted
ribs, parallel and in line, (4) slanted ribs, parallel and staggered, (5) slanted ribs, crossed
and in line, and (6) slanted ribs, crossed and staggered. Table 2 presents the velocity,
heat transfer, and pressure drop measurements for each of these configurations, which are
labelled geometries 1 through 6, respectively. While the velocity data and heat transfer
data are accurate to within a few percent, the pressure drop data is more uncertain and
difficult to interpret. Pressure drop data for Geometry #5 and Geometry #6 are
particularly suspect, since these data where taken at a point in the experiment where the
pressure transducer used was behaving unreliably. Geometry #4 offers the highest heat
transfer rates on average. The velocity data indicate that each configuration establishes

its own flow pattern.

Recommendations

(1) Instrument channel to provide more accurate pressure drop data.

(2) Instrument channel to measure total flow rate through channel. Perhaps an
orifice in a pipe somewhere downstream of the test section would suffice. In
combination with the pressure drop data, this would allow one to estimate the pumping
power required to achieve a desired heat transfer rate.

(3) Take measurements of the spanwise variation in the velocity, particularly for

cases with asymmetric geometry.




Table 1: Results from cascude flow with and without free stream turbulence

Without Free Stream Turbulence

U msU TUu V msV

6.59  0.09 14 015
17.11  0.13 0.8 0.06
49.55 071 14 -1.23

With Free Stream Turbulence
U msU TUu \%
573 0.94 16.5 1.63

1487 182 123 -0.27
4459 466 105 035

0.07
0.15
0.76

msV
0.67

1.84
5.07
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TUv Re

1.1 44446
0.9 115472
1.5 334327

TUv Re

11.6 38658
12.4 100348
11.4 300822

h St

66.10 0.00868
111.87 0.00566
210.95 0.00368

h St

77.23 0.01166
121.28 0.00706
254.12 0.00493




Table 2: Results from channel flow with transverse ribs

Geometry #1
U rms U A" msV
Run #1 14.39 3.25 0.61 4.68
16.78 3.87 -0.08 472
20.89 3.81 -0.29 4.29
22.34 3.23 -0.03 3.52
22.91 3.11 -0.31 3.04
Run #2 6.71 1.62 0.04 2.20
8.32 2.08 0.15 2.21
9.98 1.95 -0.41 1.82
11.19 1.68 0.02 1.63
10.93 1.64 -0.18 1.56
Run #3 2.96 0.81 0.68 0.93
4,30 0.85 0.40 0.94
4.81 0.88 0.16 0.79
4.49 0.88 -0.04 0.69
4.63 0.82 -0.01 0.66
Geometry #2
U ms U \Y% rms V
Run #1 13.55 3.17 0.99 3.97
17.89 3.36 0.17 4.16
20.09 3.35 0.31 4.14
21.97 3.05 0.45 3.65
21.88 3.20 0.04 3.24
Run #2 6.80 1.62 0.85 2.35
8.44 1.79 0.72 2.11
9.61 1.70 0.30 2.05
10.11 1.81 0.45 1.86
10.75 1.75 0.44 1.65
Run #3 2.81 0.61 0.38 0.81
3.72 0.79 0.58 1.10

4.05 0.71 0.32 0.88
4.46 0.67 0.37 0.86
4.48 0.64 0.44 0.79
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137.53

90.23

5847

125.73

84.26

56.31

dP/Dx
-0.252

-0.072

-0.018

dP/Dx
-0.129

-0.063

-0.023




Table 2: Results from channel flow with transverse ribs (continued)

Geometry #3
U ms U \'4 msV h dP/Dx
Run #1 16.83 316 339 362 141.83 0.230
15.89 340 0.19 4.69
14.80 331 407 4.06
13.90 3.11 -6.75 3.14
13.76 299 -6.30 337
Run #2 8.57 1.62 204 1.72 90.15 -0.067
771 1.5: 0.65 238
7.56 1.62 -1.87 1.81
7.02 1.57 -3.47 i.52
6.64 1.48 -2.90 1.56
Run #3 4.62 0.89 1.52 0.83 59.87 -0.029
4.40 0.72 0.07 0.99
383 0.87 -1.32 0.86
347 0.74 -1.94 0.76
154 0.66 -1.29 0.74
Geometry #4
U ms U \Y msV h dP/Dx
Run #1 21.38 249 234 2.57 152.41 -0.304
18.78 2.82 -4.42 3.68
15.22 3.31 -9.66 4.33
12.17 3.65 -10.86 431
13.91 394 -1.42 4.67
Run #2 945 0.77 0.87 0.94 93.08 -0.048
8.24 1.33 -2.32 1.55
6.39 1.47 -4.62 1.58
5.00 1.44 -5.25 1.46
5.90 1.77 -4.24 1.62
Run #3 3.73 0.81 1.717 0.67 54.48 -0.033
391 0.61 -0.37 0.47
248 0.64 -1.75 0.50
1.57 0.58 -1.89 0.43
1.84 0.65 -1.73 0.52
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Table 2: Results from channel flow with transverse nbs (continued)

Geometry #5
U ms U v msV h dP/Dx
Run #1 15.17 229 4.79 3.06 119.76 -0.117
18.01 2.10 5.91 3.07
20.72 1.89 494 246
2200 1.50 257 2.15
2214 1.47 0.14 1.90
Run #2 724 0.92 215 1.09 75.74 0.024
8.11 0.88 253 1.23
888 0.94 2.14 1.16
943 0.95 1.37 0.94
9.82 0.81 0.33 0.86
Run #3 274 042 0.84 0.56 50.52 -0.057
3.02 0.45 1.40 0.57
3.51 0.44 1.21 0.49
395 0.47 0.87 0.46
401 0.42 0.24 0.39
Geometry #6
U ms U \'% ms V h dP/Dx
Run #1 13.70 223 2.57 3.12 116.76 -0.085
15.65 2.31 4.19 3.50
18.88 2.17 4.70 2.80
21.03 1.55 3.30 1.98
22.03 1.44 0.47 1.49
Run #2 6.47 1.12 1.36 1.51 72.84 -0.038
7.75 1.08 2.56 1.47
8.96 0.73 2.66 1.13
9.62 0.76 1.53 0.90
9.60 0.66 0.29 0.70
Run #3 244 0.49 0.56 C.55 46.71 0.021
2.81 0.49 1.12 0.61
341 0.55 1.44 0.64
3.90 0.46 1.01 0.46

3.90 0.41 0.22 0.38
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Abstract

Electron excitaticn temperature and density were measured in a low
pressure (0.05 Torr Cs, 2 Torr total i -essure) cesium-argon discharge
that uses a heated cathode (1100 X). The excitation temperature
determination is based upon a model that allows for the calculation of
cesium excited state densities and resulting absolute emission
intensities for low electron density, thermionically-assisted Cs-Ar
discharges. The model assumes that the dominant creation processes
for Cs excited states are electron impact excitation and radiative
cascade from higher levels. De-excitation is assumed to be by
spont aneous emission only. Electron excitation temperature is
determined by comparison of measured and calculated emission spectra.
Measured absolute emission intensities then allow for electron density
determination. For the low current (0.035 mA/cmz) discharge
studied, an excitation temperature of 4900 K and an electron density
of 2.5 x 107 cm™3 was determined. The measured density was, as
expected for such non-equilibrium plasmas, considerably lower than the
-3

roughly 10° cm™3 value obtained from current continuity,
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INTRODUCTION

Several theoreticai and experaimental investigations have been
repozted?~7 that focus on either excited state density
distributions; electron (excitation} temperatures and electron
densities in low pressure (ceveral Torr and below) argon—-cesium and
pure cesium plasmas. The Tmost ccmplete theoretical treatment of pure
cesium plasmas published to date is that of Norcross and Stone,? the

results of which apply directly to ignited mode thermionic converter

012 3.

plasmas with electron densities in excess of 1 Their

treatment of cesium level populations was, in turn, based upon the
classic work on hydrogen plasmas by Bates, Kingston and McWhirter.8
In both cases, single Maxwellian electron energy distribution
functions (EEDF) were used in the solution (steady state) to the
transition rate equations for a large number of excited states.
However, with low pressure argon-cesium discharges that employ an
ambient temperature {"cold") cathode and have lower electron
densities, large deviations from equilibrium (Maxwellian electron
energy distributioas) occurls®:7,  The reason for this is that at
low degrees of ionization, elastic and inelastic electron-atom
collisions dominate over Coulomb collisions. As an alternative to the

7

complex problem of solving thc Boltzmann equation’ for the

6 has used two~ and three-electron

distribution function, Vrieas
group (temperature)} models for the bulk an